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ABSTRACT. The aim of this article is to establish two-sided Gaussian bounds for the heat kernels on the unit ball and simplex in $\mathbb{R}^n$, and in particular on the interval, generated by classical differential operators whose eigenfunctions are algebraic polynomials. To this end we develop a general method that employs the natural relation of such operators with weighted Laplace operators on suitable subsets of Riemannian manifolds and the existing general results on heat kernels. Our general scheme allows to consider heat kernels in the weighted cases on the interval, ball, and simplex with parameters in the full range.
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1. INTRODUCTION

We establish two-sided Gaussian bounds for the heat kernels generated by classical differential operators in weighted cases on the unit ball and simplex in $\mathbb{R}^n$ and, in particular on the interval, whose eigenfunctions are algebraic polynomials. One
of our principle examples is the operator

\[
L := \sum_{i=1}^{n} \partial_{i}^{2} - \sum_{i=1}^{n} \sum_{j=1}^{n} x_{i} x_{j} \partial_{i} \partial_{j} - (n + 2\gamma) \sum_{i=1}^{n} x_{i} \partial_{i}, \quad \gamma > -1/2,
\]

on the unit ball \( \mathbb{B}^{n} \subset \mathbb{R}^{n} \) equipped with the measure \( d\mu(x) := (1 - \|x\|^{2})^{\gamma - 1/2} dx \) and the distance

\[
\rho(x, y) := \arccos (x \cdot y + \sqrt{1 - \|x\|^{2}} \sqrt{1 - \|y\|^{2}}),
\]

where \( x \cdot y \) is the inner product of \( x, y \in \mathbb{R}^{n} \) and \( \|x\| \) is the Euclidean norm of \( x \). As will be seen the operator \( L \) is symmetric and \(-L\) is positive.

Denote by \( \mathcal{V}_{k} \) the set of all algebraic polynomials of degree \( k \) that are orthogonal in \( L^{2}(\mathbb{B}^{n}, \mu) \) to lower degree polynomials and let \( \mathcal{V}_{0} \) be the set of all constants. As is well known (see e.g. [5, §2.3.2]) \( \mathcal{V}_{k}, k = 0, 1, \ldots \), are eigenspaces of the operator \( L \), namely,

\[
L \tilde{P} = -\lambda_{k} \tilde{P}, \quad \forall \tilde{P} \in \mathcal{V}_{k}, \text{ where } \lambda_{k} := k(k + n + 2\gamma - 1).
\]

Let \( \tilde{P}_{k}(x, y) \) be the kernel of the orthogonal projector onto \( \mathcal{V}_{k} \). Then the semigroup \( e^{tL}, t > 0 \), generated by \( L \) has a (heat) kernel \( e^{tL}(x, y) \) of the form

\[
e^{tL}(x, y) = \sum_{k=0}^{\infty} e^{-\lambda_{k}t} \tilde{P}_{k}(x, y).
\]

We establish two-sided Gaussian bounds on \( e^{tL}(x, y) \) of the form:

\[
c_{1} \exp\{-\frac{\rho(x, y)^{2}}{ct^{2}}\} \leq e^{tL}(x, y) \leq c_{3} \exp\{-\frac{\rho(x, y)^{2}}{ct^{2}}\} \frac{1}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}}.
\]

Here \( V(x, r) := \mu(B(x, r)) \) is the volume of the ball \( B(x, r) \) centered at \( x \) of radius \( r \). It is important to point out that in the literature the parameter \( \gamma \) in (1.1) is invariably restricted to \( \gamma \geq 0 \). Our method allows to operate in the full range \( \gamma > -1/2 \).

We obtain a similar result on the simplex \( T^{n} := \{ x \in \mathbb{R}^{n} : x_{i} > 0, |x| < 1 \}, |x| := \sum_{i} x_{i}, \text{ with weight } \prod_{i=1}^{n} x_{i}^{\kappa_{i} - 1/2}(1 - |x|)^{\kappa_{i+1} - 1/2}, \kappa_{i} > -1/2, \text{ and as a consequence for the Jacobi heat kernel on } [-1, 1] \text{ with weight } (1 - x)^{\alpha}(1 + x)^{\beta}, \alpha, \beta > -1. \)

Note that two-sided Gaussian bounds for the Jacobi heat kernel are also established in [2, Theorem 7.2]. In [21] Nowak and Sjögren obtained this result in the case when \( \alpha, \beta \geq -1/2 \) via a direct method using special functions.

In [15] we derived two-sided Gaussian bounds for the heat kernels on the ball and simplex as in (1.2) from the Jacobi case under the restrictions \( \gamma \geq 0 \) for the ball and \( \kappa_{i} \geq 0 \) for the simplex.

To prove our results on the ball and simplex we first develop a general method that employs the natural relation between differential operators on open relatively compact subsets of \( \mathbb{R}^{n} \) whose eigenfunctions are algebraic polynomials and weighted Laplace operators on respective subsets of Riemannian manifolds and then utilize existing results on two-sided Gaussian bounds for heat kernels on manifolds. Our development heavily relies on a general result of Gyrya and Saloff-Coste from [12] on the heat kernel in Harnack-type Dirichlet spaces with Neumann boundary conditions in inner uniform domains. We apply the result from [12] in the particular
case of a bilinear Dirichlet form generated by weighted Laplacian on an open relatively compact convex subset of a “good” Riemannian manifold. In the process we establish some basic properties of convex subsets of Riemannian manifolds. In particular, we show that any open relatively compact convex subset of a Riemannian manifold is an inner uniform domain. As a result we establish Gaussian bounds on the related heat kernels just as in (1.2).

A crucial step in this undertaking is to show that the classical differential operators of interest on the ball or simplex whose eigenfunctions are algebraic polynomials are naturally related through charts to weighted Laplace operators on appropriate subsets of the unit sphere in $\mathbb{R}^{n+1}$, considered as a Riemannian manifold. This intimate relation enables us to deploy our general result and show that an operator $L$ like these is essentially self-adjoint and $-L$ is positive, and more importantly that the associated semigroup $e^{tL}$ has a (heat) kernel with two-sided Gaussian bounds as in (1.2).

It is an open problem to identify other particular settings where the utilization of our method can produce Gaussian bounds for the respective heat kernels.

The two-sided Gaussian bounds on heat kernels have a great deal of applications in Harmonic Analysis, PDEs, Probability, and elsewhere. For example, as is shown in [2, 14] they allow to develop the theory of Besov and Triebel-Lizorkin spaces with complete range of indices in the setting of Dirichlet spaces with doubling measure and local Poincaré inequality. The Gaussian heat kernel estimates from this article imply that the results from [2, 14] generalize the ones on the interval, ball, and simplex from [22, 23, 18, 19, 13]. Furthermore, these results break new ground in allowing to extend all results from [22, 23, 18, 19, 13] to the full range of the parameters of the weights.

An interesting specific consequence of the upper Gaussian bound on heat kernels is the finite speed propagation property, which plays an important role e.g. in the development of smooth functional calculus in [14]. This important property is not well known for the interval, ball or simplex. We state it on the ball in §3. This property is essentially used in [17] for the construction of frames on the ball with small shrinking supports.

The organization of the paper is as follows. In §2 we develop our general method for establishing two-sided Gaussian bounds for heat kernels associated with differential operators that are realizations of weighted Laplace operators on suitable charts of Riemannian manifolds. This include the presentation of the need result by Gyrya and Saloff-Coste [12] in the specific case of Riemannian manifolds, establishment of basic properties of convex subsets of Riemannian manifolds, development of our setting, and the proof of the main result. In §3 we apply our general result from §2 to obtain two-sided Gaussian bounds for the weighted heat kernel on the unit ball in $\mathbb{R}^n$. We also present some consequences of this result. In §4 we obtain two-sided Gaussian bounds on the weighted heat kernel on the simplex in $\mathbb{R}^n$. Finally, in §5 we derive Gaussian bounds for the Jacobi heat kernel from the case of the simplex.

**Notation:** The following notation will be useful: $a \wedge b := \min\{a, b\}$, $a \vee b := \max\{a, b\}$. Positive constants will be denoted by $c, c', c_0, c_1, \ldots$ and they may vary at every occurrence; $a \sim b$ will stand for $c_1 \leq a/b \leq c_2$. Most constants will depend on some parameters that will be clear from the context.

In this article all functions that we deal with are assumed to be real-valued.
2. General result on heat kernels with Gaussian bounds

In this section we develop our idea for establishing two-sided Gaussian bounds on heat kernels generated by operators that are realizations of weighted Laplace operators in local coordinates on suitable charts of Riemannian manifolds.

2.1. Heat kernel on Riemannian manifolds and their open convex subsets. As was explained in the introduction it will be critical for our development that the operator $L$ of interest is a realization of a weighted Laplace operator in local coordinates on a suitable chart of a Riemannian manifold. In this section we collect all facts that we need on Riemannian manifolds. We refer the reader to [11] for details.

2.1.1. Heat kernel on Riemannian manifolds. Assume that $M$ is a complete $n$-dimensional Riemannian manifold and let $\nu$ be the Riemannian measure. As usual the distance on $M$ will be the geodesic distance $d(\cdot, \cdot)$ on $M$. We denote by $V(x, r)$ the volume of the ball of radius $r > 0$ centered at $x \in M$, that is,

$$V(x, r) := \nu(B(x, r)),$$

where $B(x, r) := \{y \in M : d(y, x) < r\}$.

As usual we denote by $T_x M$ the tangent space of $M$ at $x$ and by $T^*_x M$ its dual. Set $\mathcal{T} = \bigcup_x T_x M$. We denote by $g(x)(\cdot, \cdot)$ the Riemannian metric tensor. This is a symmetric positive definite bilinear form on $T_x M$ that depends smoothly on $x \in M$. Then

$$(\xi, \eta)_g := g(x)(\xi, \eta), \quad \xi, \eta \in T_x M,$$

is an inner product on $T_x M$. Denote $|\xi|_g := \sqrt{(\xi, \xi)_g}$.

Denote by $\mathcal{C}(M)$ be the space of continuous functions on $M$ and by $\mathcal{C}_c(M)$ the space of all functions $f \in \mathcal{C}(M)$ with compact support. Also, denote

$$(2.2) \quad \mathcal{D}(M) := \mathcal{C}_\infty(M) \cap \mathcal{C}_c(M).$$

Further, we denote by $\overline{\mathcal{C}}_\infty(M)$ the space of smooth vector fields $\vec{v} \in \mathcal{T} M$ and by $\overline{\mathcal{D}}(M)$ the space of all $\vec{v} \in \overline{\mathcal{C}}_\infty(M)$ with compact support.

The gradient and divergence operators will be denoted by $\nabla$ and $\text{div}$. As is well known $\nabla: \mathcal{C}_\infty(M) \to \overline{\mathcal{C}}_\infty(M)$ and $\text{div}: \overline{\mathcal{C}}_\infty(M) \to \mathcal{C}_\infty(M)$. The divergence theorem [11, Theorem 3.14] asserts that for any vector field $\vec{v} \in \overline{\mathcal{C}}_\infty(M)$ there exists a unique function $\text{div} \vec{v} \in \mathcal{C}_\infty(M)$ such that

$$(2.3) \quad \int_M u \text{div} \vec{v} d\nu = - \int_M \langle \vec{v}, \nabla u \rangle_g d\nu, \quad \forall u \in \mathcal{D}(M).$$

This identity also holds if $u \in \mathcal{C}_\infty(M)$ and $\vec{v} \in \overline{\mathcal{D}}(M)$ (see [11, Corollary 3.15]).

The Laplace (or Laplace-Beltrami) operator $\Delta$ on $M$ is defined by

$$\Delta f := \text{div}(\nabla f), \quad f \in \mathcal{C}_\infty(M).$$

Identity (2.3) yields the following Green’s formula: If $f, h \in \mathcal{C}_\infty(M)$ and $f \in \mathcal{D}(M)$ or $h \in \mathcal{D}(M)$, then

$$(2.4) \quad \int_M f \Delta h d\nu = - \int_M \langle \nabla f, \nabla h \rangle_g d\nu = \int_M h \Delta f d\nu.$$

**Self-adjoint extensions of the Laplace operator.** We next consider the Dirichlet and Neumann extensions of the Laplace operator $\Delta$ on $M$. 
GAUSSIAN BOUNDS FOR HEAT KERNELS ON THE BALL AND SIMPLEX

We first introduce the adjoint operator $\Delta^*$ of $\Delta$. We consider the operator $\Delta$ defined on $D(M)$ that is dense in $L^2(M, \nu)$. The domain $D(\Delta^*)$ of $\Delta^*$ is defined as the set of all $f \in L^2(M, \nu)$ for which there exists $h \in L^2(M, \nu)$ such that

$$\int_M f \Delta \theta d\nu = \int_M h \theta d\nu, \quad \forall \theta \in D(M).$$

For each $f \in D(\Delta^*)$ one defines $\Delta^* f := h$. By (2.4) it readily follow that $\Delta$ is symmetric and $-\Delta$ is positive. Therefore, the adjoint operator $\Delta^*$ is closed and $\Delta \subset \Delta^*$.

**Dirichlet Laplacian $\Delta^D$.** We introduce the quadratic form

$$\mathcal{E}^D(f, h) := \int_M \langle \nabla f, \nabla h \rangle_g d\nu$$

with domain $D(\mathcal{E}^D) := D(M)$ and associated norm

$$\|f\|_{\mathcal{E}^D}^2 := \|f\|_{L^2}^2 + \mathcal{E}^D(f, f).$$

It is not hard to see that $\mathcal{E}^D$ is closable. We denote by $\overline{\mathcal{E}^D}$ the closure of $\mathcal{E}^D$ and by $W^D = D(\overline{\mathcal{E}^D})$ its domain.

Further, we define the domain of the Dirichlet Laplacian by

$$D(\Delta^D) := \{ f \in W^D : |\overline{\mathcal{E}^D}(f, \theta)| \leq c\|\theta\|_{L^2}, \forall \theta \in D(M) \}$$

and define $\Delta^D f$ for $f \in D(\Delta^D)$ from the identity

$$\int_M (\Delta^D f) \theta d\mu = -\overline{\mathcal{E}^D}(f, \theta), \quad \forall \theta \in D(M).$$

In other words

$$D(\Delta^D) := D(\overline{\mathcal{E}^D}) \cap D(\Delta^*) \quad \text{and} \quad \Delta^D f := \Delta^* f, \quad \forall f \in D(\Delta^D).$$

The point is that $\Delta^D$ is a self-adjoint (Friedrichs) extension of $\Delta$.

**Neumann Laplacian $\Delta^N$.** We now consider the quadratic form

$$\mathcal{E}^N(f, h) := \int_M \langle \nabla f, \nabla h \rangle_g d\nu$$

with domain $D(\mathcal{E}^N) := \left\{ f \in L^2(M) \cap C^\infty(M) : \int_M |\nabla f|_g^2 d\nu < \infty \right\}$ and associated norm

$$\|f\|_{\mathcal{E}^N}^2 := \|f\|_{L^2}^2 + \mathcal{E}^N(f, f).$$

It is easy to see that $\mathcal{E}^N$ is closable. We denote by $\overline{\mathcal{E}^N}$ the closure of $\mathcal{E}^N$ and by $W^N = D(\overline{\mathcal{E}^N})$ its domain.

Similarly as above, we define the domain of the Neumann Laplacian $\Delta^N$ by

$$D(\Delta^N) := \{ f \in W^N : |\overline{\mathcal{E}^N}(f, \theta)| \leq c\|\theta\|_{L^2}, \forall \theta \in D(M) \}$$

and define $\Delta^N f$ from the identity

$$\int_M (\Delta^N f) \theta d\mu = -\overline{\mathcal{E}^N}(f, \theta), \quad \forall \theta \in D(\Delta^N), \forall \theta \in D(M).$$

It is important that $\Delta^N$ is a self-adjoint extension of $\Delta$. For more details, see [6].

From our assumption that the Riemannian manifold $M$ is complete it follows that

$$W^D = W^N$$

and, therefore, $\Delta^D = \Delta^N$.

see [11], Chapter 11.
Remark 2.1. Using the terminology from [12] we can claim that \((\overline{E}^N, W^N)\) is a strictly local regular Dirichlet form. Hence, the associated semi-group \(e^{t\Delta^N}\), \(t > 0\), is a sub-Markovian strongly continuous semi-group.

Fundamental assumption. We will stipulate two key conditions on the Riemannian manifold \((M, d, \nu)\) we deal with:

(a) The volume doubling condition: There exists a constant \(c_0 > 0\) such that
\[
V(x, 2r) \leq c_0 V(x, r), \quad \forall x \in M, \forall r > 0.
\]

(b) Poincaré inequality: There exists a constant \(P_0 > 0\) such that
\[
\int_{B(x, r)} |f - f_B|^2 d\nu \leq P_0 r^2 \int_{B(x, r)} |\nabla f|^2 d\nu, \quad \forall f \in \mathcal{D}(M), \forall x \in M, \forall r > 0,
\]
where \(f_B := V(x, r)^{-1} \int_{B(x, r)} f d\nu\).

As is well known (see [10, 24] and also [25]) conditions (a)-(b) are equivalent to two-sided Gaussian bounds on the heat kernel: \(e^{t\Delta^N}\), \(t > 0\), is an integral operator with kernel \(e^{t\Delta^N}(x, y)\) such that for any \(x, y \in M\) and \(t > 0\)
\[
\frac{c_1 \exp\left(-\frac{d(x,y)^2}{ct}\right)}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}} \leq e^{t\Delta^N}(x,y) \leq \frac{c_3 \exp\left(-\frac{d(x,y)^2}{ct}\right)}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}}.
\]
Here \(c_1, c_2, c_3 > 0\) are constants.

2.1.2. Weighted Laplace operator in chart of Riemannian manifold. We adhere to the setting and notation introduced in the previous subsection. In addition, we assume that \(M \subset \mathbb{R}^m\) and the Riemannian metric on \(M\) is induced by the inner product on \(\mathbb{R}^m\). It will be convenient to us to use the notation \(y = (y_1, \ldots, y_m)\) for points on \(M \subset \mathbb{R}^m\) and \(v = (v^1, \ldots, v^n)\) for vectors in the tangent space \(T_y M\).

Our goal is to show how two-sided Gaussian bounds can be obtained in the case of a heat kernel generated by weighted Laplace operator \(\Delta_w\) on an open relatively compact subset \(U\) of \(M\).

Assume that \((U, \varphi)\) is a chart on \(M\), where \(U\) is a connected open relatively compact subset of \(M\) such that \(\varphi\) maps diffeomorphically \(U\) onto \(V\), where \(V \subset \mathbb{R}^n\).

It will be convenient to work with the map \(\phi := \varphi^{-1}\). Thus \(\phi : V \to U\) is a \(C^\infty\) bijection and in “local coordinates”
\[
\phi(x) = (\phi_1(x), \ldots, \phi_m(x)) \in U \subset \mathbb{R}^m, \quad \forall x \in V \subset \mathbb{R}^n.
\]
The Riemannian tensor \(g(x) = (g_{ij}(x))\) can be represented by
\[
g(x)_{ij} = \left\langle \partial_i \phi(x), \partial_j \phi(x) \right\rangle_{\mathbb{R}^m} = \sum_{k=1}^m \partial_i \phi_k(x) \partial_j \phi_k(x), \quad x \in V, \ 1 \leq i, j \leq n.
\]
As usual we shall denote by \(g^{-1}(x) = (g^{ij}(x))\) the inverse of \(g(x)\).

A particular case of a simple but useful map \(\phi\) is considered in the following

**Proposition 2.2.** In the setting from above, assume that the map \(\phi : V \to U, V \subset \mathbb{R}^n, U \subset \mathbb{R}^{n+1}\), is of the form
\[
\phi(x) = (x_1, x_2, \ldots, x_n, \psi(x)).
\]
Then \(g_{ij}(x) = \delta_{ij} + \partial_i \psi(x) \partial_j \psi(x), \quad 1 \leq i, j \leq n\)
\[
g^{ij}(x) = \delta_{ij} - \frac{\partial_i \psi(x) \partial_j \psi(x)}{1 + \sum_{k} |\partial_k \psi(x)|^2},
\]

where \(\delta_{ij}\) is the Kronecker delta.
and
\[ \det g(x) = 1 + \sum_{\ell} |\partial_\ell \psi(x)|^2. \]

**Proof.** Denote \( F_i := \partial_i \psi(x) \) and consider \( F := (F_1, \ldots, F_n)^T \) as a vector in \( \mathbb{R}^n \).
Assume \( F \neq 0 \). By (2.11) it readily follows that \( g_{ij}(x) = \delta_{ij} + \partial_i \psi(x) \partial_j \psi(x) \) and hence \( g(x) = \text{Id} + FF^T \). Denote \( P := \|F\|^{-2} FF^T \). Clearly, \( P \) is the matrix of the orthogonal projector onto the one dimensional space spanned by \( F \), that is, \( PF = F \) and \( PV = 0 \) if \( V \perp F \). Hence \( P^2 = P \). It is easy to see that for any \( \alpha \neq -1 \)
\[ (\text{Id} + \alpha P)(\text{Id} - \frac{\alpha}{1+\alpha} P) = \text{Id} \quad \text{and hence} \quad (\text{Id} + \alpha P)^{-1} = \text{Id} - \frac{\alpha}{1+\alpha} P. \]
With \( \alpha = \|F\|^2 \) this implies (2.12).
Clearly, \( (\text{Id} + \alpha P) F = (1+\alpha) F \) and \( (\text{Id} + \alpha P) V = V \) for every \( V \perp F \). Therefore, \( \det(\text{Id} + \alpha P) = 1 + \alpha \) the product of the eigenvalues, which yields (2.13). \( \square \)

The **Riemannian measure** on \( U \subset M \) is \( d\nu = \sqrt{|\det g(x)|} dx \), and we have
\[ \int_U f(y) d\nu(y) = \int_V f(\phi(x)) \sqrt{|\det g(x)|} dx. \]
In what follows we shall use the abbreviated notation
\[ \hat{f}(x) := f \circ \phi(x) = f(\phi(x)). \]
For any \( f \in C^\infty(U) \) the **gradient** \( \nabla f(y) \in T_y M \) at \( y = \phi(x) \) is a vector in \( \mathbb{R}^n \) with components
\[ (\nabla f(y))^i = \sum_j g^{ij}(x) \partial_j \hat{f}(x), \quad 1 \leq i \leq n, \]
and
\[ \langle \nabla f(y), \nabla h(y) \rangle_g = \sum_{i,j} g^{ij}(x) \partial_i \hat{f}(x) \partial_j \hat{h}(x). \]
Hence \( |\nabla f(y)|_g^2 := \langle \nabla f(y), \nabla f(y) \rangle_g \).

In the chart \((U, \phi^{-1})\) from above the **divergence operator** \( \text{div} \) (see [11, Theorem 3.14]) takes the form
\[ \text{div} \vec{v} = \frac{1}{\sqrt{|\det g|}} \sum_k \partial_k (\sqrt{|\det g|} v^k), \quad \vec{v} = (v^1, \ldots, v^n). \]
As before the Laplace operator is defined by
\[ \Delta f := \text{div}(\nabla f). \]

**Weights.** We assume that \( w > 0 \) is a \( C^\infty(U) \) weight function such that
\[ \int_U w d\nu = \int_V w(\phi(x)) \sqrt{|\det g(x)|} dx < \infty. \]
Denote
\[ \tilde{w}(x) := w(\phi(x)) \sqrt{|\det g(x)|} = \tilde{w}(x) \sqrt{|\det g(x)|}, \quad x \in V, \]
where just as in (2.15) \( \tilde{w}(x) := w(\phi(x)) \). Hence, changing the variables leads to
\[ \int_U f(y) w(y) d\nu(y) = \int_V \hat{f}(x) \tilde{w}(x) dx. \]
We define the weighted measure \(d\nu_w\) on \(U\) by
\[
d\nu_w := w d\nu.
\]
The weighted divergence and Laplacian are defined by (see [11], § 3.6)
\[
div_w \vec{v} := \frac{1}{w} \text{div}(w\vec{v})
\]
and
\[
\Delta_w f := \text{div}_w(\nabla f) = \frac{1}{w} \text{div}(w \nabla f), \quad f \in C^\infty(U).
\]
In local coordinates the weighted Laplacian takes the form
\[
\Delta_w (\vec{v}) = \frac{1}{\tilde{w}(x) \sqrt{\det g(x)}} \sum_{i=1}^n \partial_i \left[ \sqrt{\det g(x)} \tilde{w}(x) \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) \right]
\]
\[
= \sum_{i=1}^n \partial_i \log \left[ \sqrt{\det g(x)} \tilde{w}(x) \right] \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x)
+ \sum_{i=1}^n \partial_i \left[ \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) \right]
\]
\[
= \sum_{i,j} g^{ij}(x) \partial_i \partial_j \tilde{f} + \sum_{i} \left( \sum_{j} g^{ij}(x) \right) \partial_i \tilde{f}
+ \sum_{i} \left( \sum_{j} g^{ij}(x) \partial_i \log \left[ \sqrt{\det g(x)} \tilde{w}(x) \right] \right) \partial_i \tilde{f},
\]
where \(\tilde{w}(x) := w(\phi(x))\), \(y = \phi(x)\), \(x \in V\). We shall denote by \(\tilde{\Delta}_w \tilde{f}(x)\) the operator in the right-hand side of (2.26), i.e. we have
\[
\Delta_w f(y) = \tilde{\Delta}_w \tilde{f}(x), \quad y = \phi(x), \ x \in V.
\]
Denote by \(C(U)\) the space of continuous functions on \(U\) and by \(C_c(U)\) the space of all functions \(f \in C(M)\) with compact support contained in \(U\). Also, denote
\[
\mathcal{D}(U) := C^\infty(U) \cap C_c(U)
\]
Further, we denote by \(\overrightarrow{C}^\infty(U)\) the space of smooth vector fields \(\vec{v}(x) \in T_x U\) and by \(\overrightarrow{\mathcal{D}}(U)\) the space of all \(\vec{v} \in \overrightarrow{C}^\infty(U)\) with compact support, contained in \(U\).

The weighted divergence theorem [11, (3.42)] takes the form: If \(u \in \mathcal{D}(U)\) and \(\vec{v} \in \overrightarrow{C}^\infty(U)\) or \(u \in C^\infty(U)\) and \(\vec{v} \in \overrightarrow{\mathcal{D}}(U)\), then
\[
\int_U u \text{div}_w \vec{v} d\nu_w = - \int_U (\vec{v}, \nabla u) d\nu_w.
\]
Green’s formula remains valid [11, (3.43)]: If \(f, h \in C^\infty(U)\) and \(f \in \mathcal{D}(U)\) or \(h \in \mathcal{D}(U)\), then
\[
\int_U f \Delta_w h d\nu_w = - \int_U (\nabla f, \nabla h) d\nu_w = \int_U h \Delta_w f d\nu_w.
\]

**Neumann extension of the weighted Laplace operator.** We next describe the Neumann self-adjoint extension \(\Delta_w^*\) of the weighted Laplace operator \(\Delta_w\) on \(U\).

We consider the operator \(\Delta_w\) with domain \(\mathcal{D}(U)\) (see (2.27)-(2.28)) that is dense in \(L^2(U, \nu_w)\). We denote by \(\Delta_w^*\) the adjoint of the operator \(\Delta_w\). By (2.30) it readily follow that \(\Delta_w^*\) is symmetric and \(-\Delta_w^*\) is positive. Therefore, \(\Delta_w^*\) is a closed operator and \(\Delta_w \subset \Delta_w^*\).

It is readily seen that if \(f \in D(\Delta_w^*) \cap C^\infty(U)\), then \(\Delta_w^* f = \Delta_w f\).
To define the Neumann extension $\Delta^N_w$ of $\Delta_w$ we introduce a quadratic form $\mathcal{E}_w^N$ with domain

$$D(\mathcal{E}_w^N) := \left\{ f \in L^2(U, \nu_w) \cap C^\infty(U) : \int_U |\nabla f|^2_g d\nu_w < \infty \right\},$$

defined by

$$\mathcal{E}_w^N(f, h) := \int_U \langle \nabla f, \nabla h \rangle_g d\nu_w, \quad f, h \in D(\mathcal{E}_w^N).$$

We also introduce the associated norm

$$\| f \|_{\mathcal{E}_w^N}^2 := \| f \|_{L^2}^2 + \mathcal{E}_w^N(f, f), \quad f \in D(\mathcal{E}_w^N).$$

We next show that the symmetric quadratic form $\mathcal{E}_w^N$ is closable. Indeed, let $\{f_k\} \subset D(\mathcal{E}_w^N)$ be such that $\|f_k\|_2 \to 0$ and $\nabla f_k \to \vec{H}$ in $L^2(U, \nu_w)$. Then by (2.29)

$$\int_U \langle \nabla f_k, \vec{v} \rangle_g d\nu_w = -\int_U f_k \text{div}_w \vec{v} d\nu_w, \quad \forall \vec{v} \in \vec{D}(U).$$

From this and the above assumptions it readily follows that $\int_U \langle \vec{H}, \vec{v} \rangle_g d\nu_w = 0$ for all $\vec{v} \in \vec{D}(U)$, which implies $\vec{H} = 0$. Clearly, the above implies that every Cauchy sequence in $D(\mathcal{E}_w^N)$ is convergent. Therefore, $\mathcal{E}_w^N$ is closable.

We denote by $\mathcal{E}_w^N$ the closure of $\mathcal{E}_w^N$ and by $W_w^N := D(\mathcal{E}_w^N)$ its domain.

Denote

$$(2.31) \quad \mathcal{H}_w := \left\{ f \in L^2(U, \nu_w) \cap C^\infty(U) \cap L^\infty(U) : \| \nabla f \|_g \in L^2(U, \nu_w) \right\}.$$  

**Proposition 2.3.** The set $\mathcal{H}_w$ is a dense subspace of $W_w^N$ and an algebra.

**Proof.** Let $f \in D(\mathcal{E}_w^N)$. Choose $\Phi_k \in C^\infty(\mathbb{R})$ so that

$$0 \leq \Phi_k \leq 1, \quad \Phi_k(x) = x, \quad \forall x \in [-k, k], \quad \| \Phi_k \|_{L^\infty} \leq k + 1.$$  

By the chain rule $\nabla(\Phi_k(f)) = \Phi'_k(f) \nabla f$ and hence $\Phi_k(f) \in \mathcal{H}_w$. Furthermore, it is readily seen that

$$\int_U |f - \Phi_k(f)|^2 d\nu_w + \int_U |\nabla f - \nabla \Phi_k(f)|^2_g d\nu_w$$

$$= \int_M |f - \Phi_k(f)|^2 d\nu_w + \int_M |\nabla f - \Phi'_k(f) \nabla(f)|^2_g d\nu_w \to 0.$$  

Therefore, $\mathcal{H}_w$ is dense in $D(\mathcal{E}_w^N)$ and hence in $W_w^N$.

To show that $\mathcal{H}_w$ is an algebra, assume $f, g \in \mathcal{H}_w$. As $f, g \in L^2(U, \nu_w) \cap L^\infty(U)$ it follows that $f g \in L^2(U, \nu_w) \cap L^\infty(U)$. On the other hand by the product rule $\nabla(fg) = f \nabla(g) + g \nabla(f)$ and hence $|\nabla(fg)|_g \in L^2(U, \nu_w)$. Therefore, $\mathcal{H}_w$ is an algebra. \hfill \square

**Definition 2.4.** We define the domain of the Neumann extension $\Delta^N_w$ of the weighted Laplacian $\Delta_w$ by

$$(2.32) \quad D(\Delta^N_w) := \left\{ f \in W_w^N : |\mathcal{E}_w^N(f, \theta)| \leq c \| \theta \|_2, \quad \forall \theta \in \mathcal{D}(U) \right\},$$

and for any $f \in D(\Delta^N_w)$ we define $\Delta^N_w f$ from

$$(2.33) \quad \int_U \theta \Delta^N_w f d\nu_w = -\mathcal{E}_w^N(f, \theta), \quad \forall \theta \in \mathcal{D}(U).$$
Proposition 2.5. The operator $\Delta^N_w$ is self-adjoint and

$$\Delta_w \subset \Delta^N_w \subset \Delta^*_w.$$\hspace{1cm} (2.34)

Moreover,

$$D(\Delta^N_w) := W^N_w \cap D(\Delta^*_w).$$\hspace{1cm} (2.35)

Proof. From the general theory of positive symmetric quadratic forms (see e.g. [6, §1.3]) it follows that $\Delta^N_w$ is self-adjoint, i.e. $(\Delta^N_w)^* = \Delta^N_w$. Also it is easy to see that $\Delta_w \subset \Delta^N_w$. Hence, $\Delta^N_w = (\Delta^N_w)^* \subset \Delta^*_w$. Thus (2.34) is valid.

We now prove (2.35). Clearly, (2.34) implies $D(\Delta^N_w) \subset W^N_w \cap D(\Delta^*_w)$. Let $f \in W^N_w \cap D(\Delta^*_w)$. Then there exits $\{f_k\} \subset D(\mathcal{E}^N_w)$ such that $f_k \to f$ in $L^2(U, \nu_w)$ and $\mathcal{E}^N_w(f_k, \theta) \to \mathcal{E}^N_w(f_k, \theta)$, $\forall \theta \in D(U)$. From this it follows that for any $\theta \in D(U)$

$$\mathcal{E}^N_w(f, \theta) = \lim_{n \to \infty} \mathcal{E}^N_w(f_k, \theta) = \lim_{n \to \infty} \int_U (\nabla f_k, \theta) \cdot d\nu_w = -\lim_{n \to \infty} \int_U f_k \Delta_w \theta \cdot d\nu_w = - \int_U f \Delta_w \theta \cdot d\nu_w = - \int_U \theta \Delta^*_w f \cdot d\nu_w,$$

where we used (2.30). From above and (2.33) we infer that $\Delta^*_w f = \Delta^N_w f$, which implies $f \in D(\Delta^N_w)$. The proof of (2.35) is complete. \qed

2.1.3. The theory of Gyrya and Saloff-Coste. The proof of our main result in this section (Theorem 2.10) will rely on a result of Gyrya and Saloff-Coste from [12]. To state this result we need the definition of an inner uniform domain, which we adapt to the case of Riemannian manifolds.

Definition 2.6. Let $U$ be an open connected subset of a Riemannian manifold $(M, d, \nu)$. The intrinsic distance $d_U(\cdot, \cdot)$ is defined by

$$d_U(y, y_*) := \inf \{ \ell(\gamma) : \gamma : [0, 1] \to U, \gamma(0) = y, \gamma(1) = y_* \},$$ \hspace{1cm} (2.36)

where the curve $\gamma$ is continuous and rectifiable and $\ell(\gamma)$ is its length.

We say that $U$ is an inner uniform domain if there exist constants $C, c > 0$ such that for any $y, y_* \in U$ there exists a rectifiable curve $\gamma : [0, 1] \to U$ connecting $y$ and $y_*$ of length $\leq C d_U(y, y_*)$ such that

$$d_U(z, \partial U) \geq c d_U(y, z) \wedge d_U(z, y_*),$$\hspace{1cm} $\forall z \in \gamma([0, 1])$.

Remark 2.7. Observe that if $U$ is convex then the intrinsic distance $d_U(\cdot, \cdot)$ is simply the geodesic distance inherited from $M$. One of the important points in this paper is that every open convex relatively compact subset of $M$ is an inner uniform domain in the sense of Definition 2.6. This fact (and more) will be established in Theorem 2.11 below.

We are now prepared to state the result of Gyrya and Saloff-Coste [12, Theorem 3.34].

Theorem 2.8. Let $(M, d, \nu)$ be a complete Riemannian manifold, where the doubling property of the measure (2.8) and the local Poincaré inequality (2.9) are verified. Let $U \subset M$ be an inner uniform domain in the sense of Definition 2.6. Let $d_U(\cdot, \cdot)$ be the intrinsic distance on $U$ extended continuously to $\overline{U}$ (see (2.36)). Denote $B_U(y, r) := \{ y_* \in U : d_U(y, y_*) < r \}$. 

Further, assume that $\omega \in C^\infty(U)$ is a weight function such that $\omega(y) > 0$ on $U$, and there exist constants $c > 0$ and $N \geq 1$ such that

$$
\sup_{y, r \in B_U(y, r)} w(y, r) \leq c \inf_{y, r \in B_U(y, r)} w(y, r), \quad \forall y \in U, \forall r > 0 \quad \text{so that} \quad d_U(y, \partial U) \geq Nr.
$$

Set $d_{U,w} := w d\nu$.

Assume also that there exists a constant $c_0 > 0$ such that

$$
V_{U,w}(y, 2r) \leq c_0 V_{U,w}(y, r), \quad \forall y \in U, \forall r > 0,
$$

where $V_{U,w}(y, r) := \nu_w(B_U(y, r))$.

Let $\Delta^N_w$ be the Neumann extension of the weighted Laplacian $\Delta_w$ from Definition 2.4 and let $e^{t\Delta^N_w}$, $t > 0$, be the semi-group generated by $\Delta^N_w$.

Then the respective local Poincaré inequality is verified and as a consequence $e^{t\Delta^N_w}$ is an integral operator with (heat) kernel $e^{t\Delta^N_w}(x, y)$ possessing two-sided Gaussian bounds, i.e. there exist constants $c_1, c_2, c_3, c_4 > 0$ such that for $x, y \in U$ and $t > 0$

$$
c_1 \exp\left\{-\frac{d_U(x, y)^2}{c_2 t}\right\} \leq e^{t\Delta^N_w}(x, y) \leq c_3 \exp\left\{-\frac{d_U(x, y)^2}{c_4 t}\right\} \frac{1}{[V_{U,w}(x, \sqrt{t})V_{U,w}(y, \sqrt{t})]^{1/2}}.
$$

2.2. Setting and main result. Our setting contains two distinctive but closely interconnected parts:

(i) It will be assumed that there exists a symmetric differential operator $L$ acting on functions defined on a relatively compact open subset $V \subset \mathbb{R}^n$ with polynomial eigenfunctions.

(ii) It will be also assumed that the operator $L$ is a realization in local coordinates of a weighted Laplace operator $\Delta_w$, acting on functions defined on a relatively compact open convex subset $U$ of a complete Riemannian manifold $M$ for which the doubling property and the Poincaré inequality are verified. The role of the second, geometric part, of our assumption will be critical.

We next present the details of our setting.

Differential operator preserving polynomials on open set in $\mathbb{R}^n$. Assume that $V \subset \mathbb{R}^n$ is a connected open set in $\mathbb{R}^n$ with the properties:

1. $X := \nabla$ is compact,
2. $\bar{X} = V$, and
3. $X \setminus V$ is of Lebesgue measure 0.

Denote by $\hat{P}_k := \hat{P}_k(V)$ the set of all real algebraic polynomials of degree $\leq k$ in $n$ variables, restriction to $V$, and set $\hat{P} = \hat{P}(V) := \cup_{k \geq 0} \hat{P}_k$.

Let $L$ be a differential operator of the form

$$
L = \sum_{i,j=1}^n a_{ij}(x) \partial_i \partial_j + \sum_{j=1}^n b_j(x) \partial_j,
$$

where $a_{ij} \in \hat{P}_2(V)$ and $b_j \in \hat{P}_1(V)$. We assume that the domain of the operator $L$ is $D(L) := \hat{P}(V)$. Clearly,

$$
L(\hat{P}_k) \subset \hat{P}_k, \quad \forall k \geq 0, \quad \text{and} \quad L1 = 0.
$$

In addition, we assume that

$$
L(\hat{P}_k) = \hat{P}_k, \quad \forall k \geq 1.
$$
We also introduce an underlying weighted space \( L^2(V, \mu) \), where
\[
(2.43) \quad d\mu(x) := \tilde{w}(x)dx, \quad \text{where} \quad \tilde{w} \in C^\infty(V), \quad \tilde{w} > 0, \quad \text{and} \quad \int_V \tilde{w}(x)dx < \infty.
\]

**Laplace operator in chart of Riemannian manifold.** Assume \((M, d, \nu)\) is an \(n\)-dimensional complete Riemannian manifold (without boundary) and \(M \subset \mathbb{R}^m\). We also assume that the Riemannian metric on \(M\) is induced by the inner product on \(\mathbb{R}^m\). We adhere to the notation from §2.1.

We stipulate two conditions on \((M, d, \nu)\):

(i) The volume doubling condition (2.8) is valid.

(ii) The Poincaré inequality (2.9) holds true.

As was alluded to in §2.1.1 as a consequence of these two conditions the (heat) kernel \(e^{t\Delta}(x, y)\) of the semigroup \(e^{t\Delta_N}\) generated by the Neumann (or Dirichlet) extension of the Laplacian \(\Delta\) on \(M\) possesses two-sided Gaussian bounds (2.10). Using the terminology from [12] \((M, d, \nu)\) equipped with the quadratic form \(E_N\) is a Harnack-type Dirichlet space.

Further, just as in §2.1.2 we assume that \((U, \varphi)\) is a chart on \(M\), where \(U\) is a connected open relatively compact subset of \(M\) such that \(\varphi\) maps diffeomorphically \(U\) onto \(V\), where \(V \subset \mathbb{R}^n\) is the set from above. We set \(\phi := \varphi^{-1}\). As before, for any function \(f\) on \(U\) we denote
\[
(2.44) \quad \tilde{f}(x) := f(\phi(x)).
\]

As in §2.1.2 we denote by \(g(x) = (g_{ij}(x))\) the Riemannian tensor (see (2.11)) and by \(g^{-1}(x) = (g^{ij}(x))\) its inverse.

Assume \(w > 0\) is a \(C^\infty(U)\) weight function obeying (2.20) and compatible with \(\tilde{w}\) from (2.43) in the following sense:
\[
(2.45) \quad \tilde{w}(x) := w(\phi(x))\sqrt{\det g(x)} = \tilde{w}(x)\sqrt{\det g(x)}, \quad x \in V,
\]
where just as in (2.44) \(\tilde{w}(x) := w(\phi(x))\). We set \(\nu_w := wdx\).

The weighted divergence \(\text{div}_w\) and Laplacian \(\Delta_w\) are defined as in (2.24)-(2.26).

We denote \(Y := \overline{U}\).

**Distances and balls.** We assume that the distance \(\rho(\cdot, \cdot)\) on \(V\) is induced by the geodesic distance \(d(\cdot, \cdot)\) on \(U\), that is,
\[
(2.46) \quad \rho(x, x_*) := d(y, y_*) \quad \forall x, x_* \in V \quad \text{with} \quad y := \phi(x), \quad y_* := \phi(x_*).
\]

We denote \(B_M(a, r) := \{y \in M : d(a, y) < r\}\) and for any \(a \in Y\) set
\[
(2.47) \quad B_Y(a, r) := \{y \in Y : d(a, y) < r\} = Y \cap B_M(a, r).
\]

We also set
\[
(2.48) \quad B_X(b, r) := \{x \in X : \rho(b, x) < r\}, \quad b \in X.
\]

We shall use the notation
\[
(2.49) \quad V_{w,Y}(y, r) := \nu_w(B_Y(y, r)) \quad \text{and} \quad V_{X}(x, r) := \mu(B_X(x, r)).
\]

**Polynomials.** As we have already alluded to above, \(\tilde{P}_k := \tilde{P}_k(V)\) stands for the set of real algebraic polynomials of degree \(\leq k\) in \(n\) variables, restricted to \(V\), and \(\tilde{P} = \tilde{P}(V) := \cup_{k \geq 0} \tilde{P}_k\). We now let
\[
(2.50) \quad \mathcal{P}_k(U) := \{f \in C^\infty(U) : \tilde{f} \in \tilde{P}_k(V)\} \quad \text{and} \quad \mathcal{P}(U) := \cup_{k \geq 0} \mathcal{P}_k(U).
\]
Basic conditions. Our further assumptions are as follows:

C0. The operator $L$ from (2.40) is the weighted Laplacian $\Delta_w$ on $U$ in local coordinates (see (2.26)), i.e.

\[
Lh(x) = \sum_{i,j} g^{ij}(x) \partial_i \partial_j h + \sum_j \left( \sum_i \partial_i g^{ij}(x) \right) \partial_j h + \sum_j \left( \sum_i g^{ij}(x) \partial_i \log \left[ \sqrt{\det g(x)} \right] \right) \partial_j h, \quad x \in V,
\]

or using the notation from (2.27) we have $L \tilde{f}(x) = \tilde{\Delta}_w \tilde{f}(x), \ x \in V$.

C1. The set $U$ is a convex subset of $M$, that is, for any points $y, y_* \in U$ there exists a minimizing geodesic line $\gamma \subset U$ that connects $y$ and $y_*$. 

C2. (Doubling property) There exists a constant $c_0 > 0$ such that

\[
V_{Y,w}(y, 2r) \leq c_0 V_{Y,w}(y, r), \quad \forall y \in Y, \forall r > 0,
\]

or equivalently

\[
V_X(x, 2r) \leq c_0 V_X(x, r), \quad \forall x \in X, \forall r > 0.
\]

Here $V_{Y,w}(y, r)$ and $V_X(x, r)$ are the weighted volumes of balls, defined in (2.49).

C3. There exist constants $c > 0$ and $N > 1$ such that

\[
\sup_{y' \in B_{V}(y, r)} w(y') \leq c \inf_{y' \in B_{V}(y, r)} w(y') , \quad \forall y \in U, \forall r > 0 \text{ s.t. } d(y, \partial U) \geq Nr
\]

or equivalently

\[
\sup_{x' \in B_{X}(x, r)} \tilde{w}(x') \leq c \inf_{x' \in B_{X}(x, r)} \tilde{w}(x') , \quad \forall x \in V, \forall r > 0 \text{ s.t. } \rho(x, \partial V) \geq Nr.
\]

C4. (Green’s theorem) For any $f \in \mathcal{P}(U)$ and $h \in L^\infty(U) \cap C^\infty(U)$ such that $\int_U |\nabla h|^2_g dv_w < \infty$ this identity holds

\[
\int_U h \Delta_w f dv_w = -\int_U \langle \nabla f, \nabla h \rangle_g dv_w, \quad \text{recall } dv_w := wdv.
\]

From (2.26) and (2.51) it follows that for any $f \in \mathcal{P}(U)$ we have $\Delta_w f(x) = L \tilde{f}(x)$ with $y = \phi(x), \ x \in V$. This coupled with the change of variables identity (2.22) leads to

\[
\int_U h \Delta_w f dv_w = \int_V hL \tilde{f} d\mu, \quad \forall f, h \in \mathcal{P}(U).
\]

In turn this and (2.56) yield that the operator $L$ is symmetric and $-L$ is positive, i.e.

\[
\int_V hLf d\mu = \int_V fLh d\mu \quad \text{and} \quad -\int_V fLfd\mu \geq 0, \quad \forall f, h \in \mathcal{P}(V),
\]

Let $\tilde{V}_k := \tilde{V}_k(X)$ be the orthogonal compliment in $L^2(X, \mu)$ of $\tilde{P}_{k-1}$ to $\tilde{P}_k$. Thus $\tilde{P}_k = \tilde{P}_{k-1} \oplus \tilde{V}_k$. By (2.42) $L(\tilde{P}_k) = \tilde{P}_k$. Hence, due to the symmetry of $L$ we have $L(\tilde{V}_k) = \tilde{V}_k$. Since $\tilde{V}_k$ is finite dimensional by the classical theory of symmetric operators on finite dimensional Hilbert spaces, there exists an orthonormal basis $\{\tilde{P}_{kj} : j = 1, \ldots, \dim \tilde{V}_k\}$ of $\tilde{V}_k$ consisting of real-valued eigenfunctions (hence polynomials) of $L$.  

C5. We assume that there exist eigenvalues $0 = \lambda_0 < \lambda_1 < \cdots$ such that
\begin{equation}
L \tilde{P}_{kj} = -\lambda_k \tilde{P}_{kj}, \quad j = 1, \ldots, \dim \tilde{V}_k, \quad k = 0, 1, \ldots.
\end{equation}

**Heat kernel.** With the assumptions from above it is clear that
\begin{equation}
\tilde{P}_k(x, y) := \sum_j \tilde{P}_{kj}(x) \tilde{P}_{kj}(y), \quad x, y \in V,
\end{equation}
is the kernel of the orthogonal projector onto $\tilde{V}_k$. Then the semigroup $e^{tL}$, $t > 0$, is an integral operator with (heat) kernel $e^{tL}(x, y)$ of the form
\begin{equation}
e^{tL}(x, y) = \sum_{k=0}^{\infty} e^{-\lambda_k t} \tilde{P}_k(x, y).
\end{equation}

**Remark 2.9.** (a) Observe that the assumption (2.41) is equivalent to requiring $g^{ij}(x) \in \tilde{P}_2(V)$, $\forall i, j$, and $\sum_i g^{ij}(x) \partial_i \log \left[ \sqrt{\det g(x)} \tilde{w}(x) \right] \in \tilde{P}_1(V)$, $\forall j$.

(b) It is important to pointed out that unlike in Green’s formula (2.30) in (2.56) it is not assumed that $f$ or $h$ is compactly supported.

(c) In the setting described above we stipulate for convenience that the operator $L$ maps polynomials to polynomials; this is the case in the particular settings on the ball and simplex. However, this restriction can be relaxed by replacing the polynomials with other families of functions in new settings that we anticipate to occur.

**Main general result.** We now come to one of our principle results.

**Theorem 2.10.** In the setting described above assume that conditions C0 – C5 are satisfied. Then the operator $L$ from (2.40) is essentially self-adjoint and $-L$ is positive. Moreover, $e^{tL}$, $t > 0$, is an integral operator with kernel $e^{tL}(x, y)$ with Gaussian upper and lower bounds, that is, there exist constants $c_1, c_2, c_3, c_4 > 0$ such that for any $x, y \in X$ and $t > 0$
\begin{equation}
\frac{c_1 \exp \{- \rho(x,y)^2 \}}{[V_X(x, \sqrt{t})V_X(y, \sqrt{t})]^{1/2}} \leq e^{tL}(x, y) \leq \frac{c_3 \exp \{- \rho(x,y)^2 \}}{[V_X(x, \sqrt{t})V_X(y, \sqrt{t})]^{1/2}}.
\end{equation}

**Proof.** We shall carry out the proof of Theorem 2.10 in several steps.

We first observe that, in our current setting the hypotheses of Theorem 2.8 are satisfied, in particular, the set $U$ being convex, open and relatively compact is an inner uniform domain (by Theorem 2.11). Therefore, $e^{t\Delta^N}$, $t > 0$, is an integral operator with kernel $e^{t\Delta^N}(x, y)$ with Gaussian upper and lower bounds: For any $x, y \in U$ and $t > 0$
\begin{equation}
\frac{c_1 \exp \{- \frac{d(x,y)^2}{c_2 t} \}}{[V_{Y,w}(x, \sqrt{t})V_{Y,w}(y, \sqrt{t})]^{1/2}} \leq e^{t\Delta^N}(x, y) \leq \frac{c_3 \exp \{- \frac{d(x,y)^2}{c_4 t} \}}{[V_{Y,w}(x, \sqrt{t})V_{Y,w}(y, \sqrt{t})]^{1/2}}.
\end{equation}

Second, we claim that the operator $L$ is essentially self-adjoint, that is, the closure $\overline{L}$ of the symmetric operator $L$ is self-adjoint. Indeed, clearly
\begin{equation}
D(L) = \left\{ f = \sum_{k,j} a_{kj} \tilde{P}_{kj} : a_{kj} \in \mathbb{R}, \{a_{kj}\} \text{ compactly supported} \right\},
\end{equation}
Let \( Lf = -\sum_{k,j} a_{kj} \lambda_k \hat{P}_{kj} \) if \( f = \sum_j a_{kj} \hat{P}_{kj} \in D(L) \).

We define \( \mathcal{L} \) and \( D(\mathcal{L}) \) by

\[
D(\mathcal{L}) := \left\{ f = \sum_{k,j} a_{kj} \hat{P}_{kj} : \sum_{k,j} |a_{kj}|^2 < \infty, \sum_{k,j} |a_{kj}|^2 \lambda_k^2 < \infty \right\} \quad \text{and}
\]

\[
\mathcal{L} f := -\sum_{k,j} a_{kj} \lambda_k \hat{P}_{kj} \quad \text{if} \quad f = \sum_{k,j} a_{kj} \hat{P}_{kj} \in D(\mathcal{L}).
\]

One easily shows that \( \mathcal{L} \) is the closure of \( L \) and that \( \mathcal{L} \) is self-adjoint.

Third, consider the weighted Laplace operator \( \Delta_w \), defined in (2.25), with domain \( D(\Delta_w) := P(U) \). As already alluded to above (2.26) and condition C0 imply that for any \( f \in P(U) \)

\[
(2.62) \quad \Delta_w f(y) = L \hat{f}(x), \quad \text{where} \quad y = \phi(x), \quad \hat{f}(x) = f(\phi(x)).
\]

Denote \( P_{kj}(y) := P_k(\phi^{-1}(y)) \) and \( P_k(y,y') := \sum_j P_{kj}(y) P_{kj}(y') \). Since \( \{ \hat{P}_{kj} \} \) is an orthonormal basis for \( L^2(X,\mu) \), then \( \{ P_{kj} \} \) is an orthonormal basis for \( L^2(Y,\nu_w) \) and hence \( P_k(y,y') \) is the kernel of the orthogonal projector onto the orthogonal complement \( V_k \) of \( P_{k-1} \) to \( P_k \) in \( L^2(Y,\nu_w) \). Now, (2.58) and (2.62) yield

\[
(2.63) \quad \Delta_w P_{kj} = -\lambda_k P_{kj}, \quad j = 1, \ldots, \dim V_k, \quad k = 0, 1, \ldots.
\]

Thus there is a complete analogy between the operators \( (L, \tilde{P}(X)) \) and \( (\Delta_w, P(Y)) \).

As a consequence, \( (\Delta_w, P(Y)) \) is positive and self-adjoint, that is, the closure \( \Delta_w \) of \( (\Delta_w, P(Y)) \) in \( L^2(Y,\nu_w) \) is self-adjoint. Then the (heat) kernel \( e^{t\Delta_w}(y,y') \) of the semi-group \( e^{t\Delta_w} \) generated by \( \Delta_w \) takes the form

\[
(2.64) \quad e^{t\Delta_w}(y,y') = \sum_{k=0}^{\infty} e^{-\lambda_k t} P_k(y,y') \quad \text{and hence} \quad e^{t\Delta_w}(\phi(x),\phi(x')) = e^{tL}(x,x').
\]

Clearly, \( P(U) \) is dense in \( \mathcal{H}_w \), which in turn is dense in \( W^N_w \) (see Proposition 2.3), and hence \( \Delta_w \subset \Delta^N_w \). This coupled with the fact that \( \Delta_w \) and \( \Delta^N_w \) are self-adjoint operators implies \( \Delta_w = \Delta^N_w \) and hence \( e^{t\Delta_w} = e^{t\Delta^N_w} \). Therefore, the two-sided Gaussian bounds in (2.61) hold for \( e^{t\Delta_w}(x,y) \). This coupled with the right-hand side identity in (2.64) and (2.46) implies (2.60).

\[ \square \]

2.3. Open relatively compact convex subset of Riemannian manifold.

Here we establish some basic properties of open relatively compact convex subsets of Riemannian manifolds. In particular, we show that every such set is an inner uniform domain, which was an important ingredient for the proof of Theorem 2.10.

**Theorem 2.11.** Let \( (M,d,\nu) \) be an \( n \)-dimensional Riemannian manifold with distance \( d(\cdot,\cdot) \) and measure \( \nu \). Let \( U \) be an open relatively compact subset of \( M \) that is convex in the following sense: For any \( a,b \in U \) there exists a minimizing geodesic line \( \gamma \subset U \) connecting \( a \) to \( b \). Let \( Y := \overline{U} \) be equipped with the induced metric \( d_Y(\cdot,\cdot) := d(\cdot,\cdot) \) and measure \( \nu_Y := \nu \). As usual for any \( a \in Y \) and \( R > 0 \) the ball \( B_Y(a,R) \) in the metric space \((Y,d_Y)\) is defined by \( B_Y(a,R) := B_M(a,R) \cap Y \), \( B_M(a,R) := \{ y \in M : d(y,a) < R \} \). Then:

1. There exist constants \( 0 < c_1 \leq c_2 < \infty \) such that

\[
(2.65) \quad c_1 R^n \leq \nu(B_Y(a,R)) \leq c_2 R^n, \quad \forall a \in Y, \quad 0 < R \leq \text{diam}(Y).
\]
(b) If \( \partial U := Y \setminus U \) is the boundary of \( U \), then \( \nu(\partial U) = \nu_Y(\partial U) = 0 \).

(c) \( \hat{Y} = U \).

(d) There exist constants \( c, C > 0 \) such that for any \( a, b \in U \) there exists a curve \( \gamma \subset U \) connecting \( a \) and \( b \) such that \( \ell(\gamma) \leq Cd_\gamma(a, b) \) and

\[
d(z, U^c) \geq cd(z, a) \wedge d(z, b), \quad \forall z \in \gamma,
\]

i.e. \( U \) is an inner uniform domain in the sense of Definition 2.6. Here \( \ell(\gamma) \) stands for the length of \( \gamma \).

2.3.1. Facts from Riemannian geometry. Here we collect some basic facts from the theory of Riemannian manifolds that will be needed for the proof of Theorem 2.11. We refer the reader to [20], [16], [1] for more details.

**Normal neighbourhood.** Let \( (M, d, \nu) \) be an \( n \)-dimensional Riemannian manifold. We shall denote by \( |\bar{v}|_g \) the norm of \( \bar{v} \in TM \) and by \( \|x\| \) the Euclidean norm of \( x \in \mathbb{R}^n \).

We denote by \( \text{Exp} \) the exponential map on \( M \). As is well known for any \( a \in M \) there exists a constant \( R_a > 0 \) (the injectivity radius) such that \( \text{Exp}_a \) maps diffeomorphically the Euclidean ball \( B(0, R_a) \subset \mathbb{R}^n \) onto \( B_M(a, R_a) \) and homeomorphically \( \overline{B}(0, R_a) \) onto \( \overline{B}_M(a, R_a) \). Furthermore,

\[
\text{Exp}_a 0 = a, \quad \text{Exp}_a(B(0, R)) = B_M(a, R) \quad \text{for} \quad 0 < R \leq R_a.
\]

We shall term \( B_M(a, R_a) \) the **normal neighbourhood** of \( a \in M \). Recall the following fundamental properties of \( \text{Exp}_a \): For any \( \xi \in \mathbb{R}^n \) with Euclidean norm \( \|\xi\| \leq R_a \) the curve

\[
\{ \text{Exp}_a(t\xi) \in M : |t| \leq \frac{R_a}{\|\xi\|} \}
\]
is geodesic, and if \( -\frac{R_a}{\|\xi\|} \leq t < t' \leq \frac{R_a}{\|\xi\|} \), then \( \{\text{Exp}_a(s\xi) \in M : s \in [t, t']\} \) is the unique minimizing geodesic line connecting \( y := \text{Exp}_a(t\xi) \) and \( y' := \text{Exp}_a(t'\xi) \), and

\[
d(y, y') = (t' - t)\|\xi\|.
\]

We shall denote by \( g^a(u) := (g_{ij}^a(u)) \) the metric tensor at \( u \) in the \( \text{Exp}_a \) chart \( (B_M(a, R_a), \text{Exp}_a^{-1}) \). Note that if \( \|u\| \leq R_a \), then

\[
0 < \lambda_a(u) := \inf_{\|\xi\| = 1} \sum_{i,j} g_{ij}^a(u)\xi^i\xi^j \leq \sup_{\|\xi\| = 1} \sum_{i,j} g_{ij}^a(u)\xi^i\xi^j =: \Lambda_a(u).
\]

As \( u \mapsto \lambda_a(u) \) and \( u \mapsto \Lambda_a(u) \) are continuous, by compactness, we have

\[
0 < \lambda_a := \inf_{\|u\| \leq R} \lambda_a(u) \leq \sup_{\|u\| \leq R} \Lambda_a(u) =: \Lambda_a < \infty.
\]

As \( g^a(0) = \text{Id} \) we have \( 0 < \lambda_a \leq 1 \leq \Lambda_a < \infty \).

**Lemma 2.12.** Let \( a \in M \) and assume \( \text{Exp}_a \), \( R_a \), \( \lambda_a \), and \( \Lambda_a \) are as above. Then:

(i) For any measurable function \( f : B_M(a, R_a) \to \mathbb{R}_+ \) we have, using the notation \( \tilde{f}(\bar{x}) := f(\text{Exp}_a(\bar{x})) \),

\[
(\lambda_a)^{\frac{1}{2}} \int_{B(0, R_a)} \tilde{f}(\bar{x}) d\bar{x} \leq \int_{B_M(a, R_a)} f(x) d\nu(x) \leq (\Lambda_a)^{\frac{1}{2}} \int_{B(0, R_a)} \tilde{f}(\bar{x}) d\bar{x}.
\]

In particular, for any \( 0 < R \leq R_a \)

\[
\frac{\omega_{n-1}}{n}(\lambda_a)^{\frac{1}{2}} R^n \leq \nu(B_M(a, R)) \leq \frac{\omega_{n-1}}{n}(\Lambda_a)^{\frac{1}{2}} R^n, \quad \omega_{n-1} := \frac{2\pi^{n/2}}{\Gamma(n/2)}.
\]
(ii) If \( \bar{x}, \bar{y} \in B(0, R_a) \) and \( x := \text{Exp}_a \bar{x}, \ y := \text{Exp}_a \bar{y} \), then \( x, y \in B_M(a, R_a) \) and
\[
\sqrt{\lambda_n} \| \bar{x} - \bar{y} \| \leq d(x, y) \leq \sqrt{\Lambda_n} \| \bar{x} - \bar{y} \|.
\]

**Proof.** Estimates (2.69) follow readily by the identity
\[
\int_{B_M(a, R_a)} f(x) d\nu(x) = \int_{B(0, R_a)} \tilde{f}(\bar{x}) \sqrt{\det g^a(\bar{x})} d\bar{x}
\]
and the fact that
\[
\det g^a(\bar{x}) = \prod_{i=1}^n \lambda_i(\bar{x}) \in [\lambda_n^a, \Lambda_n^a],
\]
where the \( \lambda_i(\bar{x}) \) are the eigenvalues of \( (g^a(\bar{x})) \).

We now prove part (ii). Let \( \bar{x}, \bar{y} \in B(0, R_a) \) and \( x := \text{Exp}_a(\bar{x}), \ y := \text{Exp}_a(\bar{y}) \). Set \( \gamma(t) := t\bar{x} + (1-t)\bar{y} \) and \( \gamma(t) := \text{Exp}_a(\gamma(t)) \). Then
\[
d(x, y) \leq \int_0^1 |\gamma'(t)|_g dt = \int_0^1 \sqrt{(\bar{x} - \bar{y}, g^a(\gamma(t))(\bar{x} - \bar{y}))} dt \\
\leq \sqrt{\lambda_n} \int_0^1 \| \bar{x} - \bar{y} \| dt = \sqrt{\lambda_n} \| \bar{x} - \bar{y} \|.
\]

For the estimate in the other direction, let \( \gamma \) be a minimizing curve connecting \( x \) and \( y \) and \( \tilde{\gamma}(t) = \text{Exp}_{\gamma(0)}^{-1}(\gamma(t)) \), \( \tilde{\gamma}(0) = \bar{x}, \ \tilde{\gamma}(1) = \bar{y} \). Then similarly as above
\[
d(x, y) = \int_0^1 |\gamma'(t)|_g dt \geq \sqrt{\lambda_n} \int_0^1 \| \bar{x} - \bar{y} \| dt = \sqrt{\lambda_n} \| \bar{x} - \bar{y} \|.
\]

The above estimates yield (2.71). \( \square \)

**Lemma 2.13.** Let \( B_M(a, R_a) \) be the normal neighborhood of \( a \in M \) (see above) and \( 0 < R \leq R_a \). For \( x \in B_M(a, R_a) \) we denote \( \bar{x} = \text{Exp}_a^{-1}(x) \) and set \( x_t := \text{Exp}_a(t\bar{x}) \). Let \( U \) be an open convex subset of \( M \). Let \( a \in U \) and assume that for some \( r > 0 \) we have \( B_M(x, r) \subset U \cap B_M(a, R) \). Then
\[
B_M(x_t, trq_a) \subset U \cap B_M(a, tR), \quad 0 \leq t \leq 1, \quad \text{where} \quad q_a := \frac{\sqrt{\lambda_n}}{\sqrt{\Lambda_n}}
\]
and
\[
d(x_t, U^c) \geq q_a r d(x_t, a)/R, \quad 0 \leq t \leq 1.
\]

Above \( \lambda_n \) and \( \Lambda_n \) are from (2.68).

**Proof.** We begin with the following simple claims:
\[
B_M(x, \sqrt{\lambda_n} \rho) \subset \text{Exp}_a \left( B(\bar{x}, \rho) \right) \quad \text{if} \quad B(\bar{x}, \rho) \subset B(0, R),
\]
and
\[
\text{Exp}_a \left( B(\bar{x}, \rho/\sqrt{\lambda_n}) \right) \subset B_M(x, \rho) \quad \text{if} \quad B_M(x, \rho) \subset B(a, R).
\]

These two statements follow readily by (2.71). Indeed, let \( y \in B_M(x, \sqrt{\lambda_n} \rho) \), i.e. \( d(x, y) < \sqrt{\lambda_n} \rho \). Then using (2.71) we get \( \| \bar{x} - \bar{y} \| < \rho \), implying \( \bar{y} \in B(0, \rho) \). Hence, \( y \in \text{Exp}_a(B(\bar{x}, \rho)) \), which implies (2.74). The proof of (2.75) is as simple.

We shall use the above to prove (2.72)-(2.73). From \( B_M(x, r) \subset B_M(a, R) \), applying (2.75) with \( \rho = r \), it follows that \( \text{Exp}_a \left( B(\bar{x}, r/\sqrt{\lambda_n}) \right) \subset B_M(a, R) \) and hence \( B(\bar{x}, r/\sqrt{\lambda_n}) \subset B(0, R) \). We now use the geometry of \( \mathbb{R}^n \) to obtain
\[
B(t\bar{x}, tr/\sqrt{\lambda_n}) \subset B(0, tR), \quad 0 \leq t \leq 1,
\]
and using (2.74) we get $B_M(x_t, tr(\sqrt{\lambda_a}/\sqrt{\lambda_a})) \subset \text{Exp}_a(B(0,tR)) = B_M(0,tR)$.

On the other hand, using (2.75), we have $B(\bar{x}, r/\sqrt{\lambda_a}) \subset \text{Exp}^{-1}_a(B_M(x, r))$. We now use again the Euclidean geometry of $\mathbb{R}^n$ to conclude that

$$B(t\bar{x}, tr/\sqrt{\lambda_a}) \subset \{t\bar{y} : 0 \leq t \leq 1, \bar{y} \in B(\bar{x}, r/\sqrt{\lambda_a})\}$$

$$\subset \{t\bar{y} : 0 \leq t \leq 1, \bar{y} \in \text{Exp}^{-1}_a(B_M(x, r))\}.$$  

However, for each $\bar{y} \in \text{Exp}^{-1}_a(B_M(x, r))$ the curve $\{\text{Exp}_a(t\bar{y}) : 0 \leq t \leq 1\}$ is a geodesic line connecting $a$ and $y \in B_M(x, r) \subset U$ and since $U$ is convex this geodesic line is contained in $U$. Hence, $\text{Exp}_a(B(t\bar{x}, tr/\sqrt{\lambda_a})) \subset U$. We now apply (2.74) to conclude that $B_M(x_t, tr(\sqrt{\lambda_a}/\sqrt{\lambda_a})) \subset \text{Exp}_a(B(t\bar{x}, tr/\sqrt{\lambda_a})) \subset U$. Therefore,

$$B_M(x_t, trq) \subset U \cap B_M(a, tR), \quad 0 \leq t \leq 1.$$  

This confirms (2.72). Now, (2.72) implies $d(x_t, U^c) \geq trq$. But $d(x_t, a) = td(x_t, a)$ and hence

$$d(x_t, U^c) \geq \frac{d(x_t, a)}{d(x, a)} R \frac{r}{R} q \geq q_a rd(x_t, a)/R.$$  

The proof of the lemma is complete. \hfill $\square$

**Uniformisation.** As is well known (see [1, Theorem 1.36]) $R_a$ is continuous as a function of $a \in M$, and the same is true for $\lambda_a$ and $\Lambda_a$ from (2.68). Then taking into account that the set $Y := \bar{U}$ is compact leads to the conclusion that the following quantities are well defined:

(2.76) $R_Y := \min_{a \in Y} R_a > 0$

(2.77) $0 < \lambda := \min_{a \in Y} \lambda_a \leq 1 \leq \max_{a \in Y} \Lambda_a =: \Lambda < \infty$.

Now, the following lemma is an immediate consequence of Lemmas 2.12, 2.13.

**Lemma 2.14.** (a) If $a \in M$ and $0 < R \leq R_Y$, then

(2.78) $\frac{\omega_{n-1}}{n} \lambda^\frac{n}{2} R^n \leq \nu(B_M(a, R)) \leq \frac{\omega_{n-1}}{n} \Lambda^\frac{n}{2} R^n,$  

$b) \frac{2\pi^{n/2}}{(n/2)!}.$

(b) If $\bar{x}, \bar{y} \in B(0, R_Y)$ and $x := \text{Exp}_a \bar{x}, y := \text{Exp}_a \bar{y}$, then $x, y \in B_M(a, R_Y)$ and

(2.79) $\sqrt{\lambda} ||\bar{x} - \bar{y}|| \leq d(x, y) \leq \sqrt{\Lambda} ||\bar{x} - \bar{y}||$.

(c) Let $U$ be an open convex subset of $M$ and $0 < R \leq R_Y$. Let $a \in U$ and assume that $B_M(x, r) \subset U \cap B_M(a, R)$ for some $r > 0$. As before we denote $\bar{x} = \text{Exp}_a^{-1}(x)$ and set $x_t := \text{Exp}_a(t\bar{x})$. Then

(2.80) $B_M(x_t, trq) \subset U \cap B_M(a, tR), \quad 0 \leq t \leq 1,$  

where $q := \frac{\sqrt{\lambda}}{\sqrt{\Lambda}},$

and

(2.81) $d(x_t, U^c) \geq qrd(x_t, a)/R, \quad 0 \leq t \leq 1.$

We next derive from Lemma 2.14 the following

**Lemma 2.15.** Let $U \subset M$ be an open convex set and $a, b \in U$. Let $0 < R \leq R_Y$. Assume $B_M(a, r) \subset U \cap B_M(b, R)$ and $B_M(b, r) \subset U \cap B_M(a, R)$ and let $\gamma(t)$, $0 \leq t \leq 1$, be a minimizing geodesic line connecting $a$ to $b$. Then

(2.82) $d(\gamma(t), U^c) \geq qrd(a, b)/R, \quad 0 \leq t \leq 1.$
Proof. Under the assumptions of the lemma let $\gamma(t), 0 \leq t \leq 1$, be a minimizing geodesic line connecting $a$ to $b$, i.e. $a = \gamma(0), b = \gamma(1)$. By (2.81) we have

$$d(\gamma(t), U^c) \geq qrd(\gamma(t), a)/R, \quad 0 \leq t \leq 1.$$  

(2.83)

On the other hand, $\gamma(1-t), 0 \leq t \leq 1$, is the geodesic line connecting $b$ to $a$, and again by (2.81) we get

$$d(\gamma(1-t), U^c) \geq qrd(\gamma(1-t), b)/R, \quad 0 \leq t \leq 1.$$  

(2.84)

Clearly, $d(\gamma(t), a) + d(\gamma(t), b) = d(a, b)$. From this and (2.83)-(2.84) we infer that

$$d(\gamma(t), U^c) \geq qr[d(\gamma(t), a) \vee d(\gamma(t), b)]/R \geq qrd(a, b)/2R, \quad 0 \leq t \leq 1,$$

which confirms (2.81). \hfill \Box

Lemma 2.16. Let $(M, d)$ be a metric space. Assume that $U \subset M, U \neq \emptyset$, is an open set such that $Y := \overline{U}$ is compact. Then for any $R > 0$ there exists $r > 0$ such that for every $a \in Y$ there exists a ball $B(x_a, r) \subset U \cap B(a, R)$.

Proof. Due to the compactness of $Y$ there exists a finite set of balls $B(a_j, R/2), j = 1, \ldots, J$, such that $Y \subset \bigcup_j B(a_j, R/2)$ and $a_j \in Y$. Clearly, for each $1 \leq j \leq J$ there exists a ball $B(x_j, r_j) \subset U \cap B(a_j, R/2)$. Let $r := \min_{1 \leq j \leq J} r_j$.

We claim that for each $a \in Y$ we have $B(x_j, r) \subset U \cap B(a, R)$ for some $1 \leq j \leq J$. Indeed, assuming $a \in Y$ we have $a \in B(a_j, R/2)$ for some $1 \leq j \leq J$ and hence $B(a_j, R/2) \subset B(a, R)$. Therefore, $B(x_j, r) \subset U \cap B(a_j, R/2) \subset U \cap B(a, R)$ and this completes the proof. \hfill \Box

The next lemma will be derived from Lemma 2.14 and Lemma 2.16.

Lemma 2.17. Let $U$ be a convex open subset of $M$ such that $Y = \overline{U}$ is compact. Then there exists a constant $\kappa_Y > 0$ such that for any $a \in Y$ and $0 < R \leq R_Y$ there exists $x \in B_M(a, R)$ such that

$$B_M(x, \kappa_Y R) \subset U \cap B_M(a, R)$$

and

$$d(x_t, U^c) \geq q\kappa_Y d(x_t, a), \quad 0 \leq t \leq 1.$$  

(2.85)

(2.86)

Here as before $\bar{x} := \text{Exp}_a^{-1}(x)$ and $x_t := \text{Exp}_a(t \bar{x})$; $R_Y$ be the constant from (2.76).

Proof. From Lemma 2.16 it follows that there exists $r_Y > 0$ such that for every $a \in Y$ there exists $y$ such that $B(y, r_Y) \subset U \cap B(a, R_Y)$.

With $a \in Y$ and $y$ being fixed, denote $\bar{y} := \text{Exp}_a^{-1}(y)$ and $y_s := \text{Exp}_a(s \bar{x})$. We apply Lemma 2.14 to conclude that

$$B_M(y_s, s r_Y q) \subset U \cap B(a, s R_Y), \quad 0 \leq s \leq 1.$$  

Choose $s$ so that $R = s R_Y$ and set $x := y_s$. Then from above

$$B_M(x, q r_Y R_Y) \subset U \cap B(a, R),$$

which implies (2.85) with $\kappa_Y := q r_Y / R_Y$.

Finally, we apply Lemma 2.14 to obtain

$$d(x_t, U^c) \geq q^2 r_Y R_Y d(x_t, a) = q \kappa_Y d(x_t, a) \quad \text{for} \quad 0 \leq t \leq 1,$$

which confirms (2.86). \hfill \Box
2.3.2. Proof of Theorem 2.11. (a) From (2.78) it follows that there exist constants \( C_1, C_2 > 0 \) such that for any \( a \in Y \)

\[
(2.87) \quad C_1 R^n \leq \nu(B_M(a, R)) \leq C_2 R^n, \quad 0 < R \leq R_Y.
\]

Let \( a \in Y \) and \( 0 < R \leq \text{diam}Y \). Two cases present themselves here.

**Case 1:** \( R \leq R_Y \) with \( R_Y \) from (2.76). By Lemma 2.17 there exists \( x \in B_M(a, R) \) such that \( B_M(x, \kappa R) \subset U \cap B_M(a, R) \). This and (2.87) imply

\[
(2.88) \quad C_1 \kappa^n R^n \leq \nu(B_M(x, \kappa R)) \leq \nu(B_M(a, R)) \leq C_2 R^n.
\]

**Case 2:** \( R_Y < R \leq \text{diam}Y \). Clearly, \( \nu(B_Y(a, R)) \leq \nu(Y) \leq \frac{\nu(Y)}{R^D} R^n \). On the other hand by Lemma 2.17 it follows that there exists \( x \in B_M(a, R_Y) \) such that \( B_M(x, \kappa R_Y) \subset U \cap B_M(a, R_Y) \). This coupled with (2.87) leads to

\[
\nu(B_Y(a, R)) \geq \nu(B_Y(a, R_Y)) \geq C_1 \kappa^n R_Y^n \geq C_1 \frac{\kappa^n R_Y^n}{\text{diam}(Y)^n} R^n.
\]

Therefore, \( C_1 \frac{\kappa R^n}{\text{diam}(Y)^n} R^n \leq \nu(B(a, R)) \leq \frac{\nu(Y)}{R^D} R^n \). This and (2.88) yield (2.65).

(b) By (2.65) it follows that \( (Y, d_Y, \nu_Y) \) obeys the doubling property of the measure and hence it is a homogeneous space. Therefore, the Lebesgue differentiation theorem is valid. Then denoting by \( 1_{\partial U} \) the characteristic function of \( \partial U \) we have for almost all \( a \in Y \):

\[
(2.89) \quad 1_{\partial U}(a) = \lim_{R \to 0} \frac{1}{\nu_Y(B_Y(a, R))} \int_{B_Y(a, R)} 1_{\partial U} \nu_Y = \lim_{R \to 0} \frac{\nu_Y(\partial U \cap B_Y(a, R))}{\nu_Y(B_Y(a, R))}.
\]

By Lemma 2.17 it follows that for any \( a \in Y \) and \( 0 < R \leq R_Y \) there exists \( x_a \in B_Y(a, R) \) such that \( B_Y(x_a, \kappa R) \subset B_Y(a, R) \). Hence

\[
\nu_Y(\partial U \cap B_Y(a, R)) \leq \nu_Y(B_Y(a, R)) - \nu_Y(B_Y(x_a, \kappa R)).
\]

We use this and (2.65) to obtain

\[
\frac{\nu_Y(\partial U \cap B_Y(a, R))}{\nu_Y(B_Y(a, R))} \leq 1 - \frac{\nu_Y(B_Y(x_a, \kappa R))}{\nu_Y(B_Y(a, R))} \leq 1 - \frac{c_1(\kappa R)^n}{c_2 R^n} = 1 - \delta
\]

for some \( \delta > 0 \). From this and (2.89) it follows that \( 1_{\partial U}(a) = 1 - \delta < 1 \) for almost all \( a \in Y \). Therefore, \( 1_{\partial U}(a) = 0 \) for almost all \( a \in Y \), implying \( \nu_Y(\partial U) = 0 \).

(c) Assume to the contrary that \( \tilde{Y} \neq U \). Hence \( \tilde{Y} \setminus U \neq \emptyset \). Let \( a \in \tilde{Y} \setminus U \). Then there exists \( \varepsilon > 0 \) such that \( B_M(a, \varepsilon) \subset \tilde{Y} \). Denote \( E := \tilde{Y} \setminus U \subset \partial U \). We may assume that \( B_M(a, \varepsilon) \subset B_M(a, R_a) \), the normal neighbourhood of \( a \) (see (2.67)). Then \( \text{Exp}_a(B(0, \varepsilon)) = B_M(a, \varepsilon) \).

Denote \( \bar{E} := \text{Exp}_a^{-1}(E \cap B_M(a, \varepsilon)) \). From part (b) of this theorem it follows that

\[
(2.90) \quad 0 = \nu(E \cap B_M(a, \varepsilon)) = \int_{B_M(a, \varepsilon)} 1_E d\nu \geq c \int_{B(0, \varepsilon)} 1_{E}(\bar{x})d\bar{x}.
\]

We claim that

\[
(2.91) \quad 1_{E}(\bar{x}) + 1_{E}(-\bar{x}) \geq 1, \quad \forall \bar{x} \in B(0, \varepsilon).
\]

Indeed, if inequality (2.91) is not true for some \( \bar{x} \in B(0, \varepsilon) \), then \( 1_{E}(\bar{x}) = 0 \) and \( 1_{E}(-\bar{x}) = 0 \). Hence, \( x := \text{Exp}_a \bar{x} \in U \) and \( -x \in U \). But \( U \) is convex and \( \{\text{Exp}_a(t\bar{x}) : t \in [-1, 1]\} \) is a geodesic line connecting \( x \in U \) and \( -x \in U \). Therefore, it is contained in \( U \), in particular, \( a = \text{Exp}_a 0 \in U \), which is a contradiction.
Now, we use (2.90) and (2.91) to obtain
\[ 0 \geq c \int_{B(a,c)} \mathbb{1}_E(x) d\bar{x} = c \int_{B(a,c)} \mathbb{1}_E(-\bar{x}) d\bar{x} \]
\[ = c \int_{B(a,c)} \frac{1}{2} (\mathbb{1}_E(\bar{x}) d\bar{x} + \mathbb{1}_E(-\bar{x}) d\bar{x}) \geq c/2 > 0. \]

This is a contradiction which shows that \( \dot{Y} = U \).

(d) Let \( a, b \in U, a \neq b \). We consider two cases depending on whether the distance \( d_M(a, b) \) is “small” or “large”.

Case 1: \( d_M(a, b) \leq R_Y \). Let \( \gamma_{a,b} \subset U \) be a minimizing geodesic line connecting \( a \) and \( b \). Choose \( z \in \gamma_{a,b} \) so that \( R := d(a, z) = d(z, b) = d(a, b)/2, R \leq R_Y/2 \). Clearly, \( B_M(z, R) \subset B_M(a, 2R) \cap B_M(b, 2R) \). Then by Lemma 2.17 there exists \( c \in B_M(z, R) \) such that
\[ B_M(c, \kappa_Y R) \subset U \cap B_M(z, R) \subset U \cap B_M(a, 2R) \cap B_M(b, 2R). \]
Note that \( d(a, c) + d(c, b) \leq 4R = 2d(a, b) \).

Let \( \gamma_{a,c} \) and \( \gamma_{c,b} \) be minimizing geodesic lines connecting \( a \) to \( c \) and \( c \) to \( b \), respectively. Let \( \gamma \) be the curve \( \gamma_{a,c} \cup \gamma_{c,b} \) connecting \( a \) and \( b \). For the length \( \ell(\gamma) \) of \( \gamma \) we have \( \ell(\gamma) \leq 2d(a, b) \).

We now apply Lemma 2.14 (c) using that \( B_M(c, \kappa_Y R) \subset U \cap B_M(z, 2R) \) to conclude that
\[ d(x, U^c) \geq q \frac{\kappa_Y R}{2R} d(x, a) = 2^{-1} q\kappa_Y d(x, a), \quad \forall x \in \gamma_{a,c} \]
and similarly we get
\[ d(x, U^c) \geq 2^{-1} q\kappa_Y d(x, a), \quad \forall x \in \gamma_{c,b}. \]

Therefore,
\[ d(x, U^c) \geq cd(x, a) \wedge d(x, b), \quad \forall x \in \gamma, \quad c := 2^{-1} q\kappa_Y, \]
which confirms (2.66).

Case 2: \( d_M(a, b) > R_Y \). Choose \( k \in \mathbb{N}, k \geq 2, \) and \( R_Y/4 < R \leq R_Y/2 \) so that \( kR = d(a, b) \). Clearly, \( k \leq 2 \text{diam}(Y)/R \leq 4 \text{diam}(Y)/R_Y \).

Let \( \gamma_{a,b} \) be a minimizing geodesic line connecting \( a \) to \( b \). Since \( Y \) is convex, then \( \gamma_{a,b} \in U \). Choose points \( a_0, a_1, \ldots, a_k \in \gamma_{a,b} \) so that \( a_0 = a, a_k = b, \) and \( d(a_{j-1}, a_j) = R \) for \( j = 1, \ldots, k-1 \). Further, let \( b_j \in \gamma_{a,b} \) be the middle point between \( a_{j-1} \) and \( a_j \), hence \( d(a_{j-1}, b_j) = d(b_j, a_j) \).

By Lemma 2.17 there exists \( c_j \in B_M(b_j, R/2) \) such that
\[ B_M(c_j, \kappa_Y R/2) \subset U \cap B_M(b_j, R/2). \]
Let \( \gamma \subset U \) be the line connecting \( a \) and \( b \), obtained as the union of minimizing geodesic lines \( \gamma_{a,c_1}, \gamma_{c_1,c_{j+1}}, j = 1, \ldots, k-1, \) and \( \gamma_{c_k,b} \). We shall show that the curve \( \gamma \) has the stated properties.

Clearly, from (2.92) it follows that \( B_M(c_1, \kappa_Y R/2) \subset U \cap B_M(a, R) \). Applying Lemma 2.14 (c) we obtain
\[ d(x, U^c) \geq q \frac{\kappa_Y R/2}{R} d(x, a) = 2^{-1} q\kappa_Y d(x, a), \quad \forall x \in \gamma_{a,c_1}, \]
and similarly
\[ d(x, U^c) \geq 2^{-1} q\kappa_Y d(x, a), \quad \forall x \in \gamma_{c_k,b}. \]
From (2.92) it readily follows that
\[ B_M(c_j, \kappa R^2) \subset U \cap B_M(c_{j+1}, 2R) \quad \text{and} \quad B_M(c_{j+1}, \kappa R^2) \subset U \cap B_M(c_j, 2R). \]
Also, \( B_M(c_j, \kappa R^2) \cap B_M(c_{j+1}, \kappa R^2) = \emptyset \) and hence \( d(c_j, c_{j+1}) \geq \kappa R/2 \). We now invoke Lemma 2.15 to conclude that
\[
(2.95) \quad d(x, U^c) \geq \frac{\kappa R^2}{2R} d(c_j, c_{j+1}) \geq 2^{-3} q \kappa^2 R, \quad \forall x \in \gamma(c_j, c_{j+1}), j = 1, \ldots, k - 1.
\]
It is easy to see that \( \ell(\gamma) \leq 2(k+1)R \) and \( k \leq 4 \text{diam}(Y)/R \), implying \( R \geq \frac{R}{4} \text{diam}(Y) \).
From this and (2.95) we infer that
\[
(2.96) \quad \lim_{\varepsilon \to 0} \int_{V(\varepsilon)} u \text{div} \tilde{v} dx = \int_{\partial V(\varepsilon)} \tilde{n} \cdot \tilde{n}_e d\tau \varepsilon - \int_{V(\varepsilon)} \tilde{v} \cdot \nabla u dx,
\]
where \( \tilde{n}_e \) the unit outward normal to \( \partial V(\varepsilon) \) vector and \( d\tau \varepsilon \) is the element of “area” of \( \partial V(\varepsilon) \). Then the identity
\[
(2.97) \quad \int_U h \Delta_w f dv_w = -\int_U (\langle \nabla f, \nabla h \rangle)_g dv_w
\]
holds for all \( f \in \mathcal{P}(U) \) and \( h \in C^\infty(U) \cap L^\infty(U) \) such that \( \int_U |\nabla h|_g^2 dv_w < \infty \) if and only if for all such functions
\[
(2.98) \quad \lim_{\varepsilon \to 0} \int_{\partial V(\varepsilon)} \sum_{i=1}^n \sum_{j=1}^n g^{ij}(x) n^i_\varepsilon(x) \partial_j \hat{f}(x) \hat{h}(x) \tilde{v}(x) d\tau \varepsilon(x) = 0.
\]

**Proof.** Under the hypothesis of the theorem we have, using (2.23)-(2.26),
\[
\int_U h \Delta_w f dv_w = \int_U h \text{div}(w \Delta f) dv
\]
\[
= \int_V \frac{1}{\sqrt{\det g(x)}} \sum_{i=1}^n \partial_i \left[ \sqrt{\det g(x)} \tilde{w}(x) \sum_{j=1}^n g^{ij}(x) \partial_j \hat{f}(x) \right] h(\phi(x)) \sqrt{\det g(x)} dx
\]
\[
= \int_V \sum_{i=1}^n \partial_i \left[ \sqrt{\det g(x)} \tilde{w}(x) \sum_{j=1}^n g^{ij}(x) \partial_j \hat{f}(x) \right] h(\phi(x)) dx
\]
\[
= \lim_{\varepsilon \to 0} \int_{V(\varepsilon)} \sum_{i=1}^n \partial_i \left[ \tilde{w}(x) \sum_{j=1}^n g^{ij}(x) \partial_j \hat{f}(x) \right] \hat{h}(x) dx.
\]
Now, by the classical divergence theorem (2.96) we obtain

\[
\int_{V_\varepsilon} \sum_{i=1}^{n} \partial_i \left[ \tilde{w}(x) \sum_{j=1}^{n} g^{ij}(x) \partial_j \tilde{f}(x) \right] \tilde{h}(x) dx \\
= - \int_{V_\varepsilon} \sum_{i=1}^{n} \tilde{w}(x) \sum_{j=1}^{n} g^{ij}(x) \partial_j \tilde{f}(x) \partial_i \tilde{h}(x) dx \\
+ \int_{\partial V_\varepsilon} \sum_{i=1}^{n} \tilde{w}(x) \sum_{j=1}^{n} g^{ij}(x) \partial_j \tilde{f}(x) n_i^\varepsilon(x) \tilde{h}(x) d\tau_\varepsilon(x) \\
= - \int_{V_\varepsilon} \sum_{i=1}^{n} \sum_{j=1}^{n} g^{ij}(x) \partial_j \tilde{f}(x) \partial_i \tilde{h}(x) \tilde{w}(x) dx \\
+ \int_{\partial V_\varepsilon} \sum_{i=1}^{n} \sum_{j=1}^{n} g^{ij}(x) \partial_j \tilde{f}(x) n_i^\varepsilon(x) \tilde{h}(x) \tilde{w}(x) d\tau_\varepsilon(x) \\
= - \int_{U_\varepsilon} \langle \nabla f, \nabla h \rangle_g d\nu_w + \int_{\partial U_\varepsilon} \sum_{i=1}^{n} \sum_{j=1}^{n} g^{ij}(x) \partial_j \tilde{f}(x) n_i^\varepsilon(x) \tilde{h}(x) \tilde{w}(x) d\tau_\varepsilon(x).
\]

Here \( U_\varepsilon := \phi(V_\varepsilon) \) and we used (2.21) and (2.17). From the conditions on \( f \) and \( h \) it readily follows that \( \int_{U_\varepsilon} \langle \nabla f, \nabla h \rangle_g d\nu_w \rightarrow \int_{U} \langle \nabla f, \nabla h \rangle_g d\nu_w \) as \( \varepsilon \rightarrow 0 \). Combining this with the above identities we get the result. \( \square \)

3. Heat kernel on the ball

In this section we establish two-sided Gaussian bounds for the heat kernel generated by the classical operator

\[
L := \sum_{i=1}^{n} \partial_i^2 - \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j \partial_i \partial_j - (n + 2\gamma) \sum_{i=1}^{n} x_i \partial_i
\]

on the unit ball \( B^n \) in \( \mathbb{R}^n \), \( n \geq 1 \), equipped with the weighted measure

\[
d\mu(x) := (1 - ||x||^2)^{\gamma-1/2} dx, \quad \gamma > -1/2,
\]

and the distance

\[
\rho(x, y) := \arccos (x \cdot y + \sqrt{1 - ||x||^2} \sqrt{1 - ||y||^2})
\]

Here we use classical notation for the vectors \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \), the inner product \( x \cdot y := \sum_{j=1}^{n} x_j y_j \), and the Euclidean norm \( ||x|| := \sqrt{x \cdot x} \).

We shall use standard notation for balls:

\[
B(x, r) := \{ y \in \mathbb{B}^n : \rho(x, y) < r \} \quad \text{and} \quad V(x, r) := \mu(B(x, r)).
\]

Denote by \( \mathcal{P}_k \) the set of all algebraic polynomials of degree \( \leq k \) in \( n \) variables, and let \( \mathcal{V}_k \) be the orthogonal compliment of \( \mathcal{P}_{k-1} \) to \( \mathcal{P}_k \) in \( L^2(\mathbb{B}^n, \mu) \) when \( k \geq 1 \). Then \( \mathcal{P}_k = \mathcal{P}_{k-1} \oplus \mathcal{V}_k \). Denote \( \mathcal{V}_0 := \mathcal{P}_0 \). As is well known (see e.g. [5, §2.3.2]) \( \mathcal{V}_k, k = 0, 1, \ldots \), are eigenspaces of the operator \( L \), more precisely,

\[
L \hat{P} = -\lambda_k \hat{P}, \quad \forall \hat{P} \in \mathcal{V}_k, \quad \text{where} \quad \lambda_k := k(k + n + 2\gamma - 1), \quad k = 0, 1, \ldots
\]
Let $\tilde{P}_{kj}$, $j = 1, \ldots, \dim \tilde{V}_k$, be a real orthonormal basis for $\tilde{V}_k$ in $L^2(\mathbb{R}^n, \mu)$. Denote $N_k := \dim \tilde{V}_k = \binom{k+n-1}{k}$. Then

$$
\tilde{P}_k(x, y) := \sum_{j=1}^{N_k} \tilde{P}_{kj}(x)\tilde{P}_{kj}(y), \quad x, y \in \mathbb{R}^n,
$$

is the kernel of the orthogonal projector onto $\tilde{V}_k$. The heat kernel $e^{tL}(x, y)$, $t > 0$, takes the form

$$
e^{tL}(x, y) = \sum_{k=0}^{\infty} e^{-\lambda_k t} \tilde{P}_k(x, y).
$$

We consider the operator $L$ defined on $D(L) := \mathcal{P}(\mathbb{R}^n)$ the set of all algebraic polynomials in $n$ variables, restriction to $\mathbb{R}^n$. Clearly, $D(L)$ is a dense subset of $L^2(\mathbb{R}^n, \mu)$.

Here we come to our main result for the heat kernel on the ball:

**Theorem 3.1.** The operator $L$ from (3.1) in the setting described above is essentially self-adjoint and $-L$ is positive. Moreover, $e^{tL}$, $t > 0$, is an integral operator whose kernel $e^{tL}(x, y)$ has Gaussian upper and lower bounds, that is, there exist constants $c_1, c_2, c_3, c_4 > 0$ such that for all $x, y \in \mathbb{R}^n$ and $t > 0$

$$
\frac{c_1 \exp\left\{-\frac{c_2 (x, y)^2}{c_4 t}\right\}}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}} \leq e^{tL}(x, y) \leq \frac{c_3 \exp\left\{-\frac{c_4 (x, y)^2}{c_2 t}\right\}}{[V(x, \sqrt{t})V(y, \sqrt{t})]^{1/2}}.
$$

Before proving this theorem we shall discuss some of its important applications.

### 3.1. Smooth functional calculus based on the heat kernel on the ball

As is shown in [14] smooth functional calculus can be developed in a general setting of Dirichlet spaces based on the Gaussian bounds of the respective heat kernel.

In our current setting on $\mathbb{R}^n$, for any bounded function $\Phi$ on $\mathbb{R}$ the operator $\Phi(-L)$ is defined by

$$
\Phi(-L)f := \sum_{k=0}^{\infty} \Phi(\lambda_k) \tilde{P}_k f, \quad f \in L^2(\mathbb{R}^n, \mu),
$$

where $\tilde{P}_k$ is the orthogonal projector on $\tilde{V}_k$ with kernel $\tilde{P}_k(x, y)$, defined in (3.6).

The upper bound in (3.8) implies the **finite speed propagation property** (see [3, Theorem 3.4]): There exists a constant $c^* > 0$ such that

$$
\langle \cos(t\sqrt{-L})f_1, f_2 \rangle = 0, \quad 0 < c^* t < r,
$$

for all open sets $U_j \subset \mathbb{R}^n$, $f_j \in L^2(\mathbb{R}^n, \mu)$, $\text{supp } f_j \subset U_j$, $j = 1, 2$, where $r := \rho(U_1, U_2)$.

As is shown in [14, Proposition 2.8] this property implies the following

**Proposition 3.2.** Let $\Phi$ be even, $\text{supp } \hat{\Phi} \subset [-A, A]$ for some $A > 0$, and $\hat{\Phi} \in W_1^{\infty}$ for some $m > n$, i.e. $\|\hat{\Phi}^{(m)}\|_{L^1} < \infty$. Here $\hat{\Phi}(\xi) := \int_{\mathbb{R}} \Phi(u) e^{-iu\xi} du$. Then for all $x, y \in \mathbb{R}^n$ and $\delta > 0$

$$
\Phi(\delta\sqrt{-L})(x, y) = 0 \quad \text{if} \quad \rho(x, y) > c^* \delta A.
$$

Here $\Phi(\delta\sqrt{-L})(x, y) := \sum_{k=0}^{\infty} \Phi(\delta\sqrt{\lambda_k}) \tilde{P}_k(x, y)$.

Theorem 3.1 also implies (see [2, Theorem 3.7]):
Proposition 3.3. If $\Phi$ is a bounded function on $[0, \infty)$ and $\text{supp} \Phi \subseteq [0, \tau]$, $\tau > 0$, then the kernel $\Phi(\sqrt{-L})(x, y)$ of the operator $\Phi(\sqrt{-L})$ satisfies
\begin{equation}
|\Phi(\sqrt{-L})(x, y)| \leq \frac{c\|\Phi\|_{\infty}}{[V(x, \tau^{-1})V(y, \tau^{-1})]^{1/2}}, \quad x, y \in B^n,
\end{equation}
where $c > 0$ is a constant.

As is shown in [14, Theorem 3.1] Propositions 3.2-3.3 lead to the following localization result:

Theorem 3.4. If $\Phi \in C^m(\mathbb{R})$, $m \geq n + 1$, is even and $\text{supp} \Phi \subseteq [-R, R]$, $R > 0$, then the kernel $\Phi(\delta \sqrt{-L})(x, y)$ of the operator $\Phi(\delta \sqrt{-L})$ obeys
\begin{equation}
|\Phi(\delta \sqrt{-L})(x, y)| \leq \frac{c_m (1 + \delta^{-1} \rho(x, y))^{-m}}{[V(x, \delta)V(y, \delta)]^{1/2}}, \quad x, y \in B^n, \quad \delta > 0,
\end{equation}
where the constant $c_m > 0$ depends only on $\|\Phi\|_{\infty}$, $\|\Phi^{(m)}\|_{\infty}$, $R$ and $m$.

Furthermore, using [14, Theorem 3.6] the space localization in (3.12) can be improved to sub-exponential by selecting $\Phi \in C^\omega(\mathbb{R})$ with “small derivatives”, just as in [13, Theorem 6.1].

It should be pointed out in light of the development in [2, 14] the Gaussian bounds for the heat kernel on $B^n$ are the basis for development of Besov and Triebel-Lizorkin spaces on $B^n$ and their frame characterization (see [19]), in the spirit of the development of Frazier and Jawerth [7, 8, 9] in the classical case on $\mathbb{R}^n$.

An important point is that all these results are now valid in the full range of the weight parameter $\gamma > -1/2$ (see (3.2)), while in [23, 19] the parameter $\gamma$ is restricted to $\gamma \geq 0$.

In what follows we derive Theorem 3.1 as a consequence of Theorem 2.10.

3.2. Geometric characteristics in a natural chart. In the current setting the Riemannian manifold is $M := S^n := \{y \in \mathbb{R}^{n+1} : \|y\| = 1\}$, the unit sphere in $\mathbb{R}^{n+1}$, equipped with the Riemannian metric induced by the inner product on $\mathbb{R}^{n+1}$. Denote
\begin{equation}
V := B^n \quad \text{and} \quad U := S^n_+ := \{y \in \mathbb{R}^{n+1} : \|y\| = 1, y_{n+1} > 0\}.
\end{equation}
Clearly, $U = S^n_+$ as an open subset of the Riemannian manifold $S^n$. We consider the natural chart $(S^n_+, \phi^{-1})$ on $S^n$, where the map $\phi : \mathbb{B}^n \to S^n_+$ is defined by
\begin{equation}
\phi(x_1, \ldots, x_n) := (x_1, \ldots, x_n, \sqrt{1 - \|x\|^2}).
\end{equation}
In other terms
\begin{equation}
y_1 = x_1, \ldots, y_n = x_n, y_{n+1} = \sqrt{1 - \|x\|^2}.
\end{equation}
Then $\phi^{-1}(y_1, \ldots, y_{n+1}) = (y_1, \ldots, y_n)$.

We equip $S^n_+$ and $B^n$ with the following weighted measures
\begin{equation}
w(y)dv(y) := y_{n+1}^2dv(y) \quad \text{and} \quad \tilde{w}(x)dx := (1 - \|x\|^2)^{\gamma - 1/2}dx, \quad \gamma > -1/2,
\end{equation}
where $\nu$ is the Lebesgue measure on $S^n$. Observe that $d\mu(x) = \tilde{w}(x)dx$ is just the measure from (3.2).
We shall denote by $d(\cdot, \cdot)$ the geodesic distance on $\mathbb{S}^n$ and by $\rho(\cdot, \cdot)$ the induced distance on $\mathbb{B}^n$, that is, $\rho(x, x_*) = d(\phi(x), \phi(x_*))$. It is readily seen that $\rho(\cdot, \cdot)$ is given by (3.3). The balls on $\mathbb{S}^n_+$ will be denoted by $B_+(y, r)$, namely, 

$$B_+(y, r) := \{z \in \mathbb{S}^n_+ : d(y, z) < r\}. \tag{3.15}$$

In what follows, just as in (2.15) we shall use the abbreviated notation 

$$\tilde{f}(x) := f \circ \phi(x) = f(\phi(x)), \quad x \in \mathbb{B}^n, \tag{3.16}$$

for a function $f$ defined on $\mathbb{S}^n_+$.

As in (2.11) the metric tensor (induced by the inner product in $\mathbb{R}^{d+1}$) is given by the matrix $g(x) = (g_{ij}(x)) = \left(\left(\frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j}\right)\right)$. Clearly,

$$\frac{\partial}{\partial x_i} = \left(\frac{\partial y_1}{\partial x_i}, \ldots, \frac{\partial y_{d+1}}{\partial x_i}\right) = \left(0, \ldots, 0, 1, 0, \ldots, -\frac{x_i}{\sqrt{1 - \|x\|^2}}\right)$$

and hence 

$$g_{ij}(x) = \delta_{ij} + \frac{x_i x_j}{1 - \|x\|^2}, \quad 1 \leq i, j \leq n. \tag{3.17}$$

From Proposition 2.2 it follows that the matrix $(g^{ij}(x))$ with entries 

$$g^{ij}(x) := \delta_{ij} - x_i x_j$$

is the inverse of $g(x)$, i.e. $g^{-1}(x) = (g^{ij}(x))$. Appealing again to Proposition 2.2 we infer that 

$$\det g(x) = \frac{1}{1 - \|x\|^2}. \tag{3.18}$$

**Integration.** Using the above we have 

$$\int_{\mathbb{S}^n_+} f(y) dv(y) = \int_{\mathbb{B}^n} f(\phi(x)) \sqrt{\det g(x)} dx = \int_{\mathbb{B}^n} \tilde{f}(x) \frac{1}{\sqrt{1 - \|x\|^2}} dx \tag{3.20}$$

and hence 

$$\int_{\mathbb{S}^n_+} f(y) w(y) dv(y) = \int_{\mathbb{B}^n} \tilde{f}(x) \tilde{w}(x) \frac{1}{\sqrt{1 - \|x\|^2}} dx = \int_{\mathbb{B}^n} \tilde{f}(x)(1 - \|x\|^2)^{-\gamma/2} dx.$$ 

In particular, 

$$\int_{\mathbb{S}^n_+} w(y) dv(y) = \int_{\mathbb{B}^n} (1 - \|x\|^2)^{-\gamma - 1/2} dx = |\mathbb{S}^{n-1}| \int_0^1 (1 - r^2)^{-\gamma - 1/2} r^{n-1} dr$$

$$= \frac{|\mathbb{S}^{d-1}|}{2} \int_0^1 (1 - v)^{-\gamma - 1/2} v^{n/2-1} dv = 2^{-1} B\left(\frac{\gamma + 1/2, n/2}\right)|\mathbb{S}^{n-1}|.$$ 

Thus, 

$$\int_{\mathbb{S}^n_+} w(y) dv(y) = \int_{\mathbb{S}^n_+} y_a^{2\gamma} dv(y) = 2^{-1} B\left(\frac{\gamma + 1/2, n/2}\right)|\mathbb{S}^{n-1}|, \tag{3.21}$$

where $|\mathbb{S}^{n-1}| = \frac{2\pi^{n/2}}{\Gamma(\frac{n}{2})}$ is the volume of the unit sphere $\mathbb{S}^{n-1}$ in $\mathbb{R}^n$.

**Representation of $\nabla f$ and the weighted Laplacian $\Delta_w$ on $\mathbb{S}^n_+$.** As in (2.16)-(2.17) we have using (3.18) 

$$(\nabla f(y))^i = \sum_{j=1}^n g^{ij}(x) \partial_i \tilde{f}(x) = \partial_i \tilde{f}(x) - \sum_{j=1}^n x_i x_j \partial_j \tilde{f}(x) \tag{3.22}$$
and
\begin{align}
(\nabla f(y), \nabla h(y))_g &= \sum_{i,j} g^{ij}(x)\partial_i f(x)\partial_j h(x) \\
(3.23) &= \sum_i \partial_i f(x)\partial_i h(x) - \sum_{i,j} x_i x_j \partial_i f(x)\partial_j h(x).
\end{align}

Also, just as in (2.25)-(2.26) the weighted Laplacian $\Delta_w$ on $\mathbb{S}^n_+$ is defined by
\[
\Delta_w f := \frac{1}{w} \text{div}(w \nabla f)
\]
and in local coordinates
\[
\Delta_w f(y) = \frac{1}{w(x) \sqrt{\text{det } g(x)}} \sum_{i=1}^n \partial_i \left[ \sqrt{\text{det } g(x)} \tilde{w}(x) \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) \right] = \sum_{i=1}^n \partial_i \log[\sqrt{\text{det } g(x)} \tilde{w}(x)] \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) + \sum_{i=1}^n \partial_i \left( \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) \right)
\]
\[
= -2(\gamma - 1/2) \sum_{i=1}^n \frac{x_i}{1 - \|x\|^2} \sum_{j=1}^n (\delta_{ij} - x_i x_j) \partial_j \tilde{f}(x)
\]
\[
+ \sum_{i=1}^n \sum_{j=1}^n \partial_i [g^{ij}(x) \partial_j \tilde{f}(x)] =: Q_1 + Q_2,
\]
where we used that $\sqrt{\text{det } g(x)} \tilde{w}(x) = (1 - \|x\|^2)^{\gamma - 1/2} = \tilde{w}(x)$ as $w(y) := y_n^{2\gamma}$. Straightforward manipulations show that
\[
Q_1 = -2(\gamma - 1/2) \sum_{j=1}^n x_j \partial_j \tilde{f}(x)
\]
and
\[
Q_2 = \sum_{i=1}^n \partial_i^2 \tilde{f}(x) - \sum_{i=1}^n \sum_{j=1}^n x_i x_j \partial_i \partial_j \tilde{f}(x) - (n + 1) \sum_{j=1}^n x_j \partial_j \tilde{f}(x).
\]

Therefore, with the notation $\tilde{\Delta}_w(\tilde{f})(x) := (\Delta_w f)(\phi(x))$ and $\tilde{f}(x) := f(\phi(x))$ (see (3.16)) we have for $f \in C^\infty(\mathbb{S}^n_+)$ (which is the same as $f \in C^\infty(\mathbb{B}^n)$)
\[
(3.24)
\tilde{\Delta}_w \tilde{f}(x) = \sum_{i=1}^n \partial_i^2 \tilde{f}(x) - \sum_{i=1}^n \sum_{j=1}^n x_i x_j \partial_i \partial_j \tilde{f}(x) - (2\gamma + n) \sum_{j=1}^n x_j \partial_j \tilde{f}(x) = L \tilde{f}(x).
\]

3.3. Verification of conditions C0-C5 from §2.2 and completion of proof.

To apply Theorem 2.10 we have to verify conditions C0-C5 from §2.2 in the current setting on $\mathbb{B}^n$.

By (3.24) it follows that condition C0 is obeyed.

Clearly, $U = \mathbb{S}^n_+$ is an open and convex subset of $\mathbb{S}^n$ due to the obvious fact that the shortest geodesic line connecting any $y, y_\ast \in \mathbb{S}^n_+$ lies in $\mathbb{S}^n_+$. Therefore, condition C1 in §2.2 is also obeyed.

Condition C2 (The doubling property of the measure $d\mu$ on $\mathbb{B}^n$ or of $wd\nu$ on $\mathbb{S}^n_+$) follows readily from the following well known result (see e.g. [4, Lemma 11.3.6]): For any $z \in \mathbb{B}^n$ and $0 < r < \pi$
\[
(3.25)
\int_{B(z,r)} (1 - \|x\|^2)^{\gamma - 1/2} dx \sim r^n (1 - \|z\|^2 + r^2)^{\gamma}
\]
or equivalently, for any \( u \in \mathbb{S}_+^n \) and \( 0 < r \leq \pi \)

\[
(3.26) \quad \int_{B(y, r)} y_{n+1}^{2\gamma} d\nu(y) \sim r^n (u_{n+1} + r)^{2\gamma}.
\]

We next verify condition C3. Observe that if \( e_{n+1} = (0, \ldots, 0, 1) \in \mathbb{S}_+^n \) is the north pole, then denoting

\[
\theta(y) := d(y, \partial \mathbb{S}_+^n) = \frac{\pi}{2} - d(y, e_{n+1}) \quad \text{for} \quad y \in \mathbb{S}_+^n
\]

we have \( y_{n+1} = \sin \theta(y) \). Assume \( y \in \mathbb{S}_+^n \) and \( d(y, \partial \mathbb{S}_+^n) \geq 2r \), where \( 0 < r \leq \pi/4 \). Then, apparently \( \theta(y) - r < \theta(z) < \theta(y) + r \) for \( z \in B(y, r) \) and hence

\[
\frac{1}{\pi} \theta(y) \leq \frac{2}{\pi} (\theta(y) - r) \leq \sin \theta(y) \leq \theta(z) \leq \theta(y) + r \leq 2\theta(y).
\]

This readily implies

\[
(3.27) \quad \sup_{z \in B(y, r)} z_{n+1}^{2\gamma} \leq (2\pi)^{2|\gamma|} \inf_{z \in B(y, r)} z_{n+1}^{2\gamma},
\]

which completes the verification of C3 on \( \mathbb{S}_+^n \).

Similarly as in (2.50) we define

\[
\mathcal{P}_k(\mathbb{S}_+^n) = \{ f : f(y_1, \ldots, y_{n+1}) = P(y_1, \ldots, y_n), P \in \tilde{\mathcal{P}}_k(\mathbb{B}^n) \}
\]

and set \( \mathcal{P}(\mathbb{S}_+^n) := \bigcup_{k \geq 0} \mathcal{P}_k(\mathbb{S}_+^n) \).

A critical step in this development is to establish the following Green’s theorem, that is the same as to verify condition C4 in §2.2.

**Theorem 3.5.** If \( f \in \mathcal{P}(\mathbb{S}_+^n) \) and \( h \in C^\infty(\mathbb{S}_+^n) \cap L^\infty(\mathbb{S}_+^n) \) with \( \int_{\mathbb{S}_+^n} |\nabla h|^2 g \, d\nu < \infty \), then

\[
(3.28) \quad \int_{\mathbb{S}_+^n} h \Delta_w f \, d\nu = - \int_{\mathbb{S}_+^n} \langle \nabla f, \nabla h \rangle_g \, d\nu.
\]

**Proof.** We shall utilize Theorem 2.18 for this proof.

Denote \( V_\varepsilon := \{ x \in \mathbb{R}^n : \|x\|^2 < 1 - \varepsilon \} \). Then \( \partial V_\varepsilon = \{ x \in \mathbb{R}^n : \|x\|^2 = 1 - \varepsilon \} \). Clearly, \( \vec{n}_\varepsilon(x) = \frac{x}{\sqrt{1 - \varepsilon}} \) is the unit outward normal to \( \partial V_\varepsilon \). We denote by \( \tau_\varepsilon \) the Lebesgue measure on the sphere \( \partial V_\varepsilon \). We assume \( 0 < \varepsilon < 1/2 \). Appealing to Theorem 2.18 we know that to prove Theorem 3.5 we only have to show that for any \( f \in \mathcal{P}(\mathbb{S}_+^n) \) and \( h \in C^\infty(\mathbb{S}_+^n) \cap L^\infty(\mathbb{S}_+^n) \) with \( \int_{\mathbb{S}_+^n} |\nabla h|^2 g \, d\nu < \infty \) we have

\[
(3.29) \quad J_\varepsilon := \int_{\partial V_\varepsilon} \sum_i \sum_j g^{ij}(x) n_i^\varepsilon(x) \partial_j \tilde{f}(x) \tilde{h}(x) \tilde{\phi}(x) \, d\tau_\varepsilon(x) \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

We use (3.18) and \( \vec{n}_\varepsilon(x) = x \|x\|^{-1} \) to obtain

\[
\sum_i \sum_j g^{ij}(x) n_i^\varepsilon(x) \partial_j \tilde{f}(x) = \|x\|^{-1} \sum_i \sum_j x_i (\delta_{ij} x_i, x_j) \partial_j \tilde{f}(x)
\]

\[
= \|x\|^{-1} \sum_i \left( x_i \partial_i \tilde{f}(x) - x_i^2 \sum_j x_j \partial_j \tilde{f}(x) \right)
\]

\[
= \|x\|^{-1} (1 - \|x\|^2) \sum_j x_j \partial_j \tilde{f}(x).
\]
Hence,
\[ J_\varepsilon = \int_{\partial V_\varepsilon} \|x\|^{-1}(x \cdot \nabla \tilde{f}(x))\tilde{h}(x)(1 - \|x\|^2)^{\gamma + 1/2} d\tau_\varepsilon(x), \]
where \( \nabla \) is the standard gradient on \( \mathbb{R}^n \). Note that \( d\tau_\varepsilon = (1 - \varepsilon)^{n/2} d\nu \). Evidently, for any \( x \in \partial V_\varepsilon \), \( 0 < \varepsilon < 1/2 \),
\[
\|x\|^{-1}\|x \cdot \nabla \tilde{f}(x)\|\tilde{h}(x)(1 - \|x\|^2)^{\gamma + 1/2} \leq \varepsilon \gamma^{\gamma + 1/2} \sup_{x \in \mathbb{B}^n} \|\nabla \tilde{f}(x)\| \infty.
\]
However, \( \gamma > -1/2 \) and \( \sup_{x \in \mathbb{B}^n} \|\nabla \tilde{f}(x)\| \infty < \infty \) because \( \tilde{f} \) is a polynomial. From these and (3.30) it follows that \( J_\varepsilon \to 0 \) as \( \varepsilon \to 0 \).

\textbf{Remark 3.6.} As one can expect Theorem 3.5 and [15, Theorem 2.1] are equivalent; it can be shown that identity (3.28) can be derived from (2.3) in [15] and vice versa.

\textbf{Completion of the proof of Theorem 3.1.} Observe that the current setting on the ball is covered by the setting described in §2.2 and conditions \textbf{C0-C5} in §2.2 are verified. Therefore, Theorem 3.1 follows by Theorem 2.10.

\section*{4. Heat Kernel on the Simplex}

In this section we establish two-sided Gaussian bounds for the heat kernel generated by the operator
\[
L := \sum_{i=1}^{n} x_i \partial_i^2 - \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j \partial_i \partial_j + \sum_{i=1}^{n} \left( \kappa_i + \frac{1}{2} - (|\kappa| + \frac{n+1}{2})x_i \right) \partial_i
\]
with \( |\kappa| := \kappa_1 + \cdots + \kappa_{n+1} \) on the simplex
\[
\mathbb{T}^n := \left\{ x \in \mathbb{R}^n : x_1 > 0, \ldots, x_n > 0, \ |x| < 1 \right\}, \quad |x| := x_1 + \cdots + x_n,
\]
in \( \mathbb{R}^n \), \( n \geq 1 \), equipped with the measure
\[
d\mu(x) = \prod_{i=1}^{n} x_i^{\kappa_i-1/2} (1 - |x|)^{\kappa_{n+1}-1/2} dx, \quad \kappa_i > -1/2,
\]
and the distance
\[
\rho(x, y) = \arccos \left( \sum_{i=1}^{n} \sqrt{x_i y_i} + \sqrt{1 - |x|} \sqrt{1 - |y|} \right).
\]

Similarly as before we shall use the notation:
\[
B(x, r) := \{ y \in \mathbb{T}^n : \rho(x, y) < r \} \quad \text{and} \quad V(x, r) := \mu(B(x, r)).
\]

Denote by \( \tilde{P}_k = \tilde{P}_k(\mathbb{T}^n) \) the set of all algebraic polynomials of degree \( \leq k \) in \( n \) variables restricted to \( \mathbb{T}^n \), and let \( \tilde{V}_k = \tilde{V}_k(\mathbb{T}^n) \) be the orthogonal complement of \( \tilde{P}_{k-1} \) to \( \tilde{P}_k \) in \( L^2(\mathbb{T}^n, \mu) \), \( k \geq 1 \). Set \( \tilde{V}_0 := \tilde{P}_0 \). As is well known (e.g. [5, §2.3.3]) \( \tilde{V}_k \), \( k = 0, 1, \ldots, \) are eigenspaces of the operator \( L \), namely,
\[
L \tilde{P} = -\lambda_k \tilde{P}, \quad \forall \tilde{P} \in \tilde{V}_k, \quad \text{where} \quad \lambda_k := k(k + |\kappa| + (n - 1)/2), \quad k = 0, 1, \ldots.
\]
Let \( \tilde{P}_{kj} \), \( j = 1, \ldots, \dim \tilde{V}_k \), be a real orthonormal basis for \( \tilde{V}_k \) in \( L^2(\mathbb{T}^n, \mu) \). Denote \( N_k := \dim \tilde{V}_k = \binom{k+n+1}{k} \). Then

\[
\tilde{P}_k(x, y) := \sum_{j=1}^{N_k} \tilde{P}_{kj}(x) \tilde{P}_{kj}(y), \quad x, y \in \mathbb{T}^n,
\]

is the kernel of the orthogonal projector onto \( \tilde{V}_k \). The heat kernel \( e^{tL}(x, y) \), \( t > 0 \), takes the form

\[
e^{tL}(x, y) = \sum_{k=0}^{\infty} e^{-\lambda_k t} \tilde{P}_k(x, y).
\]

We consider the operator \( L \) with domain \( D(L) := \tilde{P}(\mathbb{T}^n) := \cup_{k \geq 0} \tilde{P}_k(\mathbb{T}^n) \) the set of all algebraic polynomials in \( n \) variables, restriction to \( \mathbb{T}^n \). Clearly, \( D(L) \) is a dense subset of \( L^2(\mathbb{T}^n, \mu) \).

**Theorem 4.1.** The operator \( L \) from (4.1) in the setting described above is essentially self-adjoint and \( -L \) is positive in \( L^2(\mathbb{T}^n, \mu) \). Moreover, \( e^{tL}, t > 0 \), is an integral operator with kernel \( e^{tL}(x, y) \) with Gaussian upper and lower bounds, that is, there exist constants \( c_1, c_2, c_3, c_4 > 0 \) such that for any \( x, y \in \mathbb{T}^n \) and \( t > 0 \)

\[
\frac{c_1 \exp\left(-\frac{\rho(x,y)^2}{c_2 t}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}} \leq e^{tL}(x, y) \leq \frac{c_3 \exp\left(-\frac{\rho(x,y)^2}{c_4 t}\right)}{\left[V(x, \sqrt{t})V(y, \sqrt{t})\right]^{1/2}}.
\]

**Remark 4.2.** It would be useful to note that smooth functional calculus on the simplex can be developed using the two-sided Gaussian bounds on the heat kernel from (4.8) and the general results from [2, 14]. All comments and results from §3.1 have their analogues for the simplex. In particular, the finite speed propagation property and Proposition 3.2 are valid on the simplex as well as the analogues of the localization estimates from Theorem 3.4 and [13, Theorems 7.1-7.2] hold true. We shall not elaborate on applications of estimates (4.8) any further.

We shall obtain Theorem 4.1 as a consequence of Theorem 2.10. We begin by introducing the relevant setting on the simplex.

### 4.1. Geometric characteristics in a natural chart.

In this setting the Riemannian manifold is again \( M := \mathbb{S}^n := \{ y \in \mathbb{R}^{n+1} : \|y\| = 1 \} \), the unit sphere in \( \mathbb{R}^{n+1} \), equipped with the induced Riemannian metric.

There is a natural relationship between \( \mathbb{T}^n \) and the part \( \mathbb{S}_T^n \) of the unit sphere \( \mathbb{S}^n \) in \( \mathbb{R}^{n+1} \) lying in the first octant, that is,

\[
\mathbb{S}_T^n := \{ y \in \mathbb{S}^n : y_i > 0, i = 1, \ldots, n+1 \}.
\]

We shall use the natural chart \( (\mathbb{S}_T^n, \phi^{-1}) \) on \( \mathbb{S}^n \), where the map \( \phi : \mathbb{T}^n \rightarrow \mathbb{S}_T^n \) is defined by

\[
\phi(x_1, \ldots, x_n) := (\sqrt{x_1}, \ldots, \sqrt{x_n}, \sqrt{1 - |x|}), \quad |x| := \sum_{i=1}^{n} x_i,
\]

or in other terms \( y_i = \sqrt{x_i}, i = 1, \ldots, n, y_{n+1} = \sqrt{1 - |x|} \).

Then \( \phi^{-1}(y_1, \ldots, y_{n+1}) = (y_1^2, \ldots, y_n^2) \).
We equip \( S^n_T \) with the weighted measure
\[
(4.10) \quad w(y) d\nu(y) := 2^n \prod_{i=1}^{n+1} y_i^{2\kappa_i} d\nu(y), \quad \kappa_i > -1/2,
\]
where \( d\nu \) is the Lebesgue measure on \( S^n \), and \( T^n \) with
\[
(4.11) \quad d\mu(x) = w(x) dx := (1 - |x|)^{\kappa_{n+1} - 1} \prod_{i=1}^{n} x_i^{\kappa_i - 1} dx, \quad \kappa_i > -1/2.
\]

We shall denote by \( d(\cdot, \cdot) \) the geodesic distance on \( S^n \) and by \( \rho(\cdot, \cdot) \) the induced distance on \( T^n \), i.e. \( \rho(x, x_*) = d(\phi(x), \phi(x_*)) \). It is readily seen that \( \rho(\cdot, \cdot) \) is given by (4.3).

As before, for a function \( f \) defined on \( S^n_T \), we shall use the abbreviated notation
\[
(4.12) \quad \tilde{f}(x) := f \circ \phi(x) = f(\phi(x)), \quad x \in T^n.
\]

As in (2.11) the metric tensor \( g(x) = (g_{ij}(x)) \) is given by \( g_{ij}(x) = \langle \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j} \rangle \).

Evidently,
\[
\frac{\partial}{\partial x_i} = \left( \frac{\partial y_1}{\partial x_i}, \ldots, \frac{\partial y_{n+1}}{\partial x_i} \right) = \left( 0, \ldots, 0, \frac{1}{2\sqrt{x_i}}, 0, \ldots, 0, \frac{1}{2\sqrt{1 - |x|}} \right)
\]
and hence
\[
(4.13) \quad g_{ij}(x) = \frac{\delta_{ij}}{4x_i} + \frac{1}{4(1 - |x|)} = \frac{1}{4(1 - |x|)} \left( \frac{\delta_{ij}(1 - |x|)}{x_i} + 1 \right).
\]

A direct verification shows that the matrix with entries
\[
(4.14) \quad g^{ij}(x) := 4(\delta_{ij} x_i - x_i x_j)
\]
is the inverse to \( g(x) \), i.e. \( g^{-1}(x) = (g^{ij}(x)) \). We claim that
\[
(4.15) \quad \det g(x) = \frac{4^{-n}}{1 - |x|} \prod_{i=1}^{n} \frac{1}{x_i}
\]
This identity follows readily by the following lemma.

**Lemma 4.3.** Given \((a) = (a_1, \ldots, a_n) \in \mathbb{R}^n, n \geq 2, let
\[
A := \begin{pmatrix} a_1 + 1 & 1 & \cdots & 1 \\ 1 & a_2 + 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & a_n + 1 \end{pmatrix}.
\]

Then
\[
(4.16) \quad \det A = \prod_{i=1}^{n} a_i + \sum_{j=1}^{n} \prod_{k=1, k \neq j}^{n} a_k.
\]

**Proof.** Let \( e_j \) be the \( j \)th coordinate vector (column) in \( \mathbb{R}^n \), \( 1 \leq j \leq n \), and set
\( \mathbf{1}^T := (1, 1, \ldots, 1), \mathbf{1} \in \mathbb{R}^n \). Then we have \( A = (a_1 e_1 + \mathbf{1}, a_2 e_2 + \mathbf{1}, \ldots, a_n e_n + \mathbf{1}) \).
By splitting the first column of \( A \) into two we can write
\[
\det A = \det(a_1 e_1, a_2 e_2 + \mathbf{1}, \ldots, a_n e_n + \mathbf{1}) + \det(\mathbf{1}, a_2 e_2 + \mathbf{1}, \ldots, a_n e_n + \mathbf{1}).
\]
In the second determinant we subtract the first column from all other columns to obtain
\[
\det(\mathbf{1}, a_2 e_2 + \mathbf{1}, \ldots, a_n e_n + \mathbf{1}) = \det(\mathbf{1}, a_2 e_2, \ldots, a_n e_n).
\]
Inductively we obtain
\[
\det(a_1e_1, a_2e_2 + \mathbb{I}, \ldots, a_ne_n + \mathbb{I}) = \det(a_1e_1, a_2e_2, a_3e_3 + \mathbb{I}, \ldots, a_ne_n + \mathbb{I}) + \det(a_1e_1, \mathbb{I}, a_3e_3, \ldots, a_ne_n).
\]

Obviously \(\det(a_1e_1, \ldots, a_ne_n) = a_1\ldots a_n\) and it is easy to see that
\[
(a_1e_1, \ldots, a_{j-1}e_{j-1}, \mathbb{I}, a_{j+1}e_{j+1}, \ldots, a_ne_n) = \prod_{k=1, k\neq j}^n a_k.
\]
Putting the above together we arrive at (4.16).

The gradient \(\nabla\) and weighted Laplacian \(\Delta_w\) on \(\mathbb{S}^n_T\). Using the chart \((\mathbb{S}^n_T, \varphi^{-1})\) and (4.14) we obtain for \(y = \varphi(x), \ x \in T^n\),
\[
(\nabla f(y))^i = \sum_j g^{ij}(x)\partial_j f(\varphi(x)) = 4x_i \left[ \partial_i \tilde{f}(x) - \sum_{j=1}^n x_j \partial_j \tilde{f}(x) \right].
\]

Also, we have
\[
(\nabla f(y), \nabla h(y))_y = \sum_{i,j} g^{ij}(x)\partial_i \tilde{f}(x)\partial_j \tilde{h}(x)
\]
\[
= 4 \sum_{i,j} (\delta_{ij}x_i - x_i x_j) \partial_i \tilde{f}(x) \partial_j \tilde{h}(x)
\]
\[
= 4 \left[ \sum_i x_i \partial_i \tilde{f}(x) \partial_i \tilde{h}(x) - \sum_{i,j} x_i x_j \partial_i \tilde{f}(x) \partial_j \tilde{h}(x) \right].
\]

As in (2.25) the weighted Laplacian \(\Delta_w\) is defined by \(\Delta_w f := \frac{1}{w} \text{div}(w \nabla f)\) and we set \(\Delta_w \tilde{f} := \Delta_w f(\varphi(x))\). Just as in (2.26) we get
\[
\Delta_w \tilde{f}(x) = \frac{1}{\hat{w}(x) \sqrt{\det g(x)}} \sum_{i=1}^n \partial_i \left( \sqrt{\det g(x)} \hat{w}(x) \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) \right)
\]
\[
= \sum_{i=1}^n \partial_i \log \left( \hat{w}(x) \sqrt{\det g(x)} \right) \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) + \sum_{i=1}^n \partial_i \left[ \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) \right]
\]
\[
= \sum_{i=1}^n \left[ \frac{k_i - 1/2}{x_i} - \frac{k_{i+1} - 1/2}{1 - |x|} \right] \sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x)
\]
\[
+ \sum_{i=1}^n \sum_{j=1}^n \partial_i [g^{ij}(x)] \partial_j \tilde{f}(x) + \sum_{i=1}^n \sum_{j=1}^n g^{ij}(x) \partial_i \partial_j \tilde{f}(x) =: Q_1 + Q_2 + Q_3.
\]

Now, using (4.14) we get
\[
\sum_{j=1}^n g^{ij}(x) \partial_j \tilde{f}(x) = 4 \sum_{j=1}^n (\delta_{ij}x_i - x_i x_j) \partial_j \tilde{f}(x) = 4x_i \left[ \partial_i \tilde{f}(x) - \sum_{j=1}^n x_j \partial_j \tilde{f}(x) \right]
\]
and hence
\[
\frac{1}{4} Q_1 = \sum_{i=1}^{n} \left( \frac{\kappa_i - 1/2}{x_i} - \frac{\kappa_{n+1} - 1/2}{1 - |x|} \right) x_i \left[ \partial_i \tilde{f}(x) - \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x) \right]
\]
\[
= \sum_{i=1}^{n} (\kappa_i - 1/2) \partial_i \tilde{f}(x) - \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x) \left( \sum_{i=1}^{n} \kappa_i - n/2 \right)
\]
\[
- (\kappa_{n+1} - 1/2) \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x)
\]
\[
= \sum_{i=1}^{n} (\kappa_i - 1/2) \partial_i \tilde{f}(x) - \left[ |\kappa| - (n+1)/2 \right] \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x).
\]
Recall that \(|\kappa| := \kappa_1 + \cdots + \kappa_{n+1}\). By (4.14) we have
\[
\frac{1}{4} Q_2 = - \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} x_j \partial_j \tilde{f}(x) + \sum_{i=1}^{n} (1 - 2x_i) \partial_i \tilde{f}(x)
\]
\[
= \sum_{i=1}^{n} \partial_i \tilde{f}(x) - (n+1) \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x)
\]
and
\[
\frac{1}{4} Q_3 = \sum_{i=1}^{n} \sum_{j=1}^{n} (\delta_{ij} x_i - x_i x_j) \partial_i \partial_j \tilde{f}(x) = \sum_{i=1}^{n} x_i \partial_i^2 \tilde{f}(x) - \sum_{i=1}^{n} \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x).
\]
Combining the above expressions for \(Q_1, Q_2,\) and \(Q_3\) we obtain that for any function \(f \in C^\infty(S^n)\)
\[
\frac{1}{4} \tilde{\Delta}_w \tilde{f}(x) = \sum_{i=1}^{n} x_i \partial_i^2 \tilde{f}(x) - \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j \partial_i \partial_j \tilde{f}(x)
\]
\[
+ \sum_{i=1}^{n} (\kappa_i + 1/2) \partial_i \tilde{f}(x) - \left[ |\kappa| + (n+1)/2 \right] \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x).
\]
Hence,
\[
(4.19) \quad \tilde{\Delta}_w \tilde{f}(x) = 4L \tilde{f}(x), \quad \forall x \in T^n.
\]
**Integration.** Using the chart \((S^n_\mathbb{P}, \phi^{-1})\) and (4.15) we obtain
\[
\int_{S^n_\mathbb{P}} f(y) dv(y) = \int_{T^n} f(\phi(x)) \sqrt{\det g(x)} dx = 2^n \int_{T^n} \tilde{f}(x) \prod_{i=1}^{n} x_i^{-1/2} (1 - |x|)^{-1/2} dx
\]
and hence
\[
(4.20) \quad \int_{S^n_\mathbb{P}} f(y) w(y) dv(y) = \int_{T^n} \tilde{f}(x) \prod_{i=1}^{n} x_i^{\kappa_i - 1/2} (1 - |x|)^{n+1-1/2} dx = \int_{T^n} \tilde{f}(x) \tilde{w}(x) dx.
\]
For \(\kappa_i > -1/2, j = 1, \ldots, n + 1,\) a little calculus gives
\[
(4.21) \quad \int_{T^n} \prod_{i=1}^{n} x_i^{\kappa_i - 1/2} (1 - |x|)^{n+1-1/2} dx = \prod_{i=1}^{n} B \left( \kappa_i + \frac{1}{2}, \sum_{j=1}^{n+1} \left( \kappa_j + \frac{1}{2} \right) \right),
\]
and using (4.20) we get

\[
2^n \int_{\mathbb{S}^n_T} \prod_{i=1}^{n+1} y_i^{2\kappa_i} \, d\nu(y) = \prod_{i=1}^{n} B\left(\kappa_i + \frac{1}{2}, \sum_{j=i+1}^{n+1} \left(\kappa_j + \frac{1}{2}\right)\right) < \infty.
\]

Above \(B(\cdot, \cdot)\) stands for the standard beta function.

### 4.2. Verification of conditions C0-C5 from §2.2 and completion of proof.

The proof of Theorem 4.1 relies on Theorem 2.10, which requires the verification of conditions C0-C5 from §2.2.

From (4.19) it follows that the condition C0 from §2.2 is satisfied for the operator \(4L\). Here the factor 4 is insignificant because apparently \(e^{4L} = e^{4L}\) and if Theorem 4.1 holds for the operator \(4L\) it holds for \(L\).

Clearly, \(\mathbb{S}^n_T\) is an open and convex subset of \(\mathbb{S}^n\) as the shortest geodesic connecting any \(y, y' \in \mathbb{S}^n_T\) lies in \(\mathbb{S}^n_T\). Hence condition C1 is obeyed.

The doubling property of the measure \(w d\nu\) is well known, i.e. condition C2 is obeyed. In fact, this is an immediate consequence of the following claim (see e.g. [4, (5.1.10)]): For any \(u \in \mathbb{S}^n_T\) and \(0 < r \leq \pi/2\)

\[
\int_{B(u, r)} w(y) d\nu(y) = \int_{B(u, r)} 2^n \prod_{i=1}^{n+1} y_i^{2\kappa_i} d\nu(y) \sim r^n \prod_{i=1}^{n} (u_i + r)^{2\kappa_i}
\]

or equivalently, for any \(z \in \mathbb{T}^n\) and \(0 < r \leq 1\)

\[
\int_{B(z, r)} \prod_{i=1}^{n} x_i^{\kappa_i-1/2} (1 - |x|)^{\kappa_i+1-1/2} dx \sim r^n (1 - |z| + r^2)^{\kappa_i+1} \prod_{i=1}^{n} (z_i + r)^{\kappa_i}.
\]

To verify C3 we need introduce some notation. The boundary \(\partial \mathbb{S}^n_T\) of \(\mathbb{S}^n_T\) can be represented as \(\partial \mathbb{S}^n_T = \cup_{i=1}^{n+1} \Gamma_i\), where

\[
\Gamma_i := \{ y \in \mathbb{S}^n_T : y_i = 0 \}.
\]

Further, for \(y \in \mathbb{S}^n_T\) denote

\[
\theta_i(y) := \pi/2 - d(y, e_i), \quad i = 1, \ldots, n + 1,
\]

where \(e_i\) is the \(i\)th coordinate vector in \(\mathbb{R}^{n+1}\). Clearly, \(\theta_i(y) = d(y, \Gamma_i)\) and hence

\[
\inf_{1 \leq i \leq n+1} \theta_i(y) = d(y, \partial \mathbb{S}^n_T).
\]

Note that \(y_i = \sin \theta_i(y)\), which implies \(y_i \sim \theta_i(y)\).

Assume \(y \in \mathbb{S}^n_T\) and \(d(y, \partial \mathbb{S}^n_T) > 2r\) with \(0 < r \leq \pi/4\). Then from (4.27) it follows that \(\theta_i(y) \geq 2r\) for \(i = 1, \ldots, n + 1\). Now, just as in the proof of (3.27) we obtain

\[
\sup_{z \in B(y, r)} z^{2\kappa_i} \leq (2\pi)^{4|\kappa_i|} \inf_{z \in B(y, r)} z^{2\kappa_i},
\]

and hence

\[
\sup_{z \in B(y, r)} \prod_{i=1}^{n+1} z_i^{2\kappa_i} \leq c \inf_{z \in B(y, r)} \prod_{i=1}^{n+1} z_i^{2\kappa_i},
\]

which confirms condition C3 on \(\mathbb{S}^n_T\).
Recall that $\hat{P}_k(T^n)$ is the set of all polynomials of degree $\leq k$, on $\mathbb{R}^n$, restricted to $T^n$, and $\hat{P}(T^n) = \bigcup_{k \geq 0} \hat{P}_k(T^n)$. Let $\mathcal{P}_k(S^n_T)$ and $\mathcal{P}(S^n_T)$ be the respective spaces on $S^n_T$, i.e.

$$\mathcal{P}_k(S^n_T) := \{ f : y_1, \ldots, y_{n+1} = P(y_1^2, \ldots, y_n^2), P \in \hat{P}_k(T^n) \}$$

and $\mathcal{P}(S^n_T) := \bigcup_{k \geq 0} \mathcal{P}_k(S^n_T)$.

The following Green's theorem plays a critical role here.

**Theorem 4.4.** If $f \in \mathcal{P}(S^n_T)$ and $h \in C^\infty(S^n_T) \cap L^\infty(S^n_T)$ with $\int_{S^n_T} |\nabla h|^2 g dv < \infty$, then

$$\int_{S^n_T} h \Delta w f dv = -\int_{S^n_T} \langle \nabla f, \nabla h \rangle g dv.$$  

**Proof.** This proof will rely on Theorem 2.18. Denote $V := T^n$ and let $\partial V$ be its boundary. We introduce the sets

$$V_{\varepsilon} := \left\{ x \in \mathbb{R}^n : x_1 > \varepsilon, \ldots, x_n > \varepsilon, \sum_{i=1}^n x_i < 1 - \varepsilon \right\}, \quad \varepsilon > 0.$$  

The following properties of the sets $V_{\varepsilon}$ follow immediately from the definition: $V_{\varepsilon} \subset V$, $V_{\varepsilon} \subset V_{\varepsilon'}$ if $0 < \varepsilon' < \varepsilon$, and $\cup_{\varepsilon > 0} V_{\varepsilon} = V$. Also, $\partial V_{\varepsilon} = \cup_{i=1}^n F_{\varepsilon} \cup H_{\varepsilon}$, where

$$F_{\varepsilon} := \left\{ x \in \mathbb{R}^n : x_i = \varepsilon, x_j > \varepsilon \text{ if } j \neq i, \sum_{j \neq i} x_j < 1 - 2\varepsilon \right\}$$

and

$$H_{\varepsilon} := \left\{ x \in \mathbb{R}^n : x_1 > \varepsilon, \ldots, x_n > \varepsilon, \sum_{j=1}^n x_j = 1 - \varepsilon \right\}.$$  

The boundary of $\partial V_{\varepsilon}$ is a polyhedron in $\mathbb{R}^n$ and hence it is regular, that is, the classical divergence formula (2.96) is valid on $V_{\varepsilon}$ (see e.g. Theorem 1, §5, Chapter I in [26]). Therefore, we can use Theorem 2.18.

We shall also need the scaled simplex $T^n_b$, defined by

$$T^n_b := \left\{ x \in \mathbb{R}^n : x_1 > 0, \ldots, x_n > 0, \sum_{i=1}^n x_i < b \right\}, \quad b > 0.$$  

By changing the variables it follows from (4.21) that

$$\int_{T^n_b} \prod_{i=1}^n x_i^{\kappa_i-1/2} (b-|x|)^{\kappa_n+1-1/2} d\nu = b^{\kappa_n+1+(n+1)/2} \prod_{i=1}^n B \left( \kappa_i + \frac{1}{2}, \sum_{j=i+1}^{n+1} (\kappa_j + \frac{1}{2}) \right) < \infty.$$  

Let $f$ and $h$ be the functions from the hypothesis of the theorem and let $\bar{n}_{\varepsilon} = (n_1^\varepsilon, \ldots, n_n^\varepsilon)$ be the unit outward normal vector to $\partial V_{\varepsilon}$. Denote

$$G_{\varepsilon}(x) := \sum_{i=1}^n \sum_{j=1}^n g^{ij}(x) n_i^\varepsilon(x) \partial_j \hat{f}(x) \hat{h}(x) \bar{w}(x), \quad x \in \partial V_{\varepsilon}.$$  

In light of Theorem 2.18 to prove Theorem 4.4 it suffices to show that

$$\lim_{\varepsilon \to 0} \int_{\partial V_{\varepsilon}} G_{\varepsilon} dv = 0,$$

where $dv_{\varepsilon}$ is the element of “area” of $\partial V_{\varepsilon}$. Henceforth, we shall assume that $\varepsilon > 0$ is sufficiently small, e.g. $\varepsilon < 1/(n+1)$. 


Denote

\[(4.33) \quad X_i(x) := \sum_{j=1}^{n} g^{ij}(x) \partial_j \tilde{f}(x) = 4x_i \left[ \partial_i \tilde{f}(x) - \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x) \right], \quad i = 1, \ldots, n, \]

where we used \((4.14)\). Then using the notation \(\bar{X}(x) := (X_1(x), \ldots, X_n(x))\) we have

\[(4.34) \quad G_\varepsilon(x) = \tilde{h}(x) \tilde{w}(x) \bar{X}(x) \cdot \tilde{n}_\varepsilon(x). \]

To estimate \(\int_{\partial V_\varepsilon} |G_\varepsilon| d\tau_\varepsilon\) we have to estimate each of the integrals \(\int_{F_\varepsilon^n} |G_\varepsilon| d\tau_\varepsilon\) and \(\int_{H_\varepsilon^n} |G_\varepsilon| d\tau_\varepsilon\).

We next estimate \(\int_{F_\varepsilon^n} |G_\varepsilon| d\tau_\varepsilon\). Observe that \(F_\varepsilon^n - \varepsilon e_n \subset \{ x \in \mathbb{R}^n : x_n = 0 \}\). Hence, \(\tilde{n}_\varepsilon(x) = -e_n\). In turn, this and \(4.34\) yield

\[G_\varepsilon(x) = -\tilde{h}(x) \tilde{w}(x) X_n(x) = 4 \prod_{\ell=1}^{n-1} x_\ell^{\kappa_\ell-1/2} (1 - |x|)^{\kappa_{n+1}-1/2} x_{n+1}^{1/2} \left[ \partial_n \tilde{f}(x) - \sum_{j=1}^{n} x_j \partial_j \tilde{f}(x) \right] \]

and using the fact that \(f\) is a polynomial and \(h \in L^\infty\) we get

\[|G_\varepsilon(x)| \leq c \varepsilon^{\kappa_{n+1}/2} \prod_{\ell=1}^{n-1} x_\ell^{\kappa_\ell-1/2} (1 - |x|)^{\kappa_{n+1}-1/2}, \quad x \in F_\varepsilon^n. \]

Denote

\[F_\varepsilon^{n-1} := \left\{ x \in \mathbb{R}^{n-1} : x_1 > \varepsilon, \ldots, x_{n-1} > \varepsilon, \sum_{j=1}^{n-1} x_j < 1 - 2\varepsilon \right\}, \]

which is the projection of \(F_\varepsilon^n\) onto \(\mathbb{R}^{n-1} = \{ x \in \mathbb{R}^n : x_n = 0 \}\). With the notation \(x' := (x_1, \ldots, x_{n-1})\) and \(|x'| := x_1 + \cdots + x_{n-1}\), we have

\[(4.35) \quad \int_{F_\varepsilon^n} |G_\varepsilon| d\tau_\varepsilon = \int_{F_\varepsilon^{n-1}} |G_\varepsilon(x_1, \ldots, x_{n-1}, \varepsilon)| dx' \leq c \varepsilon^{\kappa_{n+1}+1/2} \int_{F_\varepsilon^{n-1}} \prod_{\ell=1}^{n-1} x_\ell^{\kappa_\ell-1/2} (1 - \varepsilon - |x'|)^{\kappa_{n+1}-1/2} dx' \leq c \varepsilon^{\kappa_{n+1}/2} \int_{F_\varepsilon^{n-1}} \prod_{\ell=1}^{n-1} x_\ell^{\kappa_\ell-1/2} (1 - \varepsilon - |x'|)^{\kappa_{n+1}-1/2} dx' \leq c \varepsilon^{\kappa_{n+1}/2}. \]

Here for the former inequality we used that \(\tilde{F}_\varepsilon^{n-1} \subset \mathbb{T}_{1-\varepsilon}^{n-1}\) and for the latter we used \(4.30\). We similarly obtain

\[(4.36) \quad \int_{F_\varepsilon^n} |G_\varepsilon| d\tau_\varepsilon \leq c \varepsilon^{\kappa_i+1/2} \quad \text{for} \ i \neq n. \]
We now estimate \( \int_{H_\varepsilon} |G_\varepsilon| d\tau_\varepsilon \). Clearly, \( \vec{n}_\varepsilon(x) = \frac{1}{\sqrt{n}}(1, \ldots, 1) \) is the unit outward normal vector to \( \partial V_\varepsilon \) at each \( x \in H_\varepsilon \). This and (4.33)-(4.34) imply that for \( x \in H_\varepsilon \)

\[
G_\varepsilon(x) = \frac{1}{\sqrt{n}} \hat{h}(x) \hat{w}(x) \sum_{i=1}^n X_i(x)
\]

and hence

\[
\frac{\partial V}{\partial \varepsilon} \bigg|_{\partial V_\varepsilon} \quad \text{where we used that} \quad \hat{\varepsilon}(5.1)
\]

verified conditions \( \text{§2.2} \) on the simplex is covered by the general setting described in \( \text{§2.2} \). As was shown above the current setting is covered by the general setting described in \( \text{§2.2} \). Therefore, Theorem 4.1 follows by Theorem 2.10.

From this, taking into account that \( \kappa_i > -1/2 \), \( i = 1, \ldots, n + 1 \), we conclude that \( \lim_{\varepsilon \to 0} \int_{\partial V_\varepsilon} |G_\varepsilon| d\tau_\varepsilon = 0 \). The proof of Theorem 4.4 is complete. □

Remark 4.5. Observe that Theorem 4.4 and [15, Proposition 3.1] are equivalent. Namely, it can be shown that identity (4.28) can be derived from (3.2) in [15] and vice versa.

Completion of the proof of Theorem 4.1. As was shown above the current setting on the simplex is covered by the general setting described in \( \text{§2.2} \) and above we verified conditions \( \text{C0-C5} \). Therefore, Theorem 4.1 follows by Theorem 2.10.

5. Jacobi heat kernel on \([-1, 1]\)

The classical Jacobi operator is defined by

\[
Lf(x) := \frac{[w(x)(1-x^2)f'(x)]'}{w(x)},
\]
where

\[ w(x) := (1 - x)^\alpha (1 + x)^\beta, \quad \alpha, \beta > -1. \]

We consider \( L \) with domain \( D(L) := \tilde{P}[-1, 1] \) the set of all algebraic polynomials restricted to \([-1, 1]\). We also consider \([-1, 1]\) equipped with the weighted measure

\[ d\mu(x) := w(x)dx = (1 - x)^\alpha (1 + x)^\beta dx \]

and the distance

\[ \rho(x, y) := |\arccos x - \arccos y|. \]

We shall use the notation

\[ B(x, r) := \{ y \in [-1, 1] : \rho(x, y) < r \} \quad \text{and} \quad V(x, r) := \mu(B(x, r)). \]

As is well known \([27]\) the Jacobi polynomials \( P_k \), \( k \geq 0 \), are eigenfunctions of \( L \), that is,

\[ LP_k = -\lambda_k P_k \quad \text{with} \quad \lambda_k = k(k + \alpha + \beta + 1), \quad k = 0, 1, \ldots. \]

We consider the Jacobi polynomials \( \{ P_k \} \) normalised in \( L^2([-1, 1], \mu) \). Then the Jacobi heat kernel \( e^{tL}(x, y) \), \( t > 0 \), takes the form

\[ e^{tL}(x, y) = \sum_{k=0}^{\infty} e^{-\lambda_k t} P_k(x) P_k(y). \]

**Theorem 5.1.** The Jacobi operator \( L \) in the setting described above is essentially self-adjoint and \( -L \) is positive. Moreover, \( e^{tL} \), \( t > 0 \), is an integral operator whose kernel \( e^{tL}(x, y) \) has Gaussian upper and lower bounds, that is, there exist constants \( c_1, c_2, c_3, c_4 > 0 \) such that for any \( x, y \in [-1, 1] \) and \( t > 0 \)

\[ c_1 \frac{\exp\left(-\frac{c_2(x-y)^2}{c_4 t}\right)}{[V(x, \sqrt{t}) V(y, \sqrt{t})]^{1/2}} \leq e^{tL}(x, y) \leq c_3 \frac{\exp\left(-\frac{c_2(x-y)^2}{c_4 t}\right)}{[V(x, \sqrt{t}) V(y, \sqrt{t})]^{1/2}}. \]

**Proof.** We shall derive estimate (5.7) from the two-sided estimate for the heat kernel on the simplex (Theorem 4.1) in dimension \( n = 1 \) by changing the variables. Assume \( \alpha, \beta > -1 \) and let \( \beta := \kappa_1 - 1/2 \) and \( \alpha := \kappa_2 - 1/2 \). Clearly, \( \kappa_1, \kappa_2 > -1/2 \).

We assume that \( x_1 \in [0, 1] \). We shall apply the change of variables

\[ x_1 = \frac{1}{2} (x + 1), \quad x \in [-1, 1] \quad \text{or} \quad x = 2x_1 - 1. \]

The differential operator \( L_T := L \) from (4.1) in the case \( n = 1 \) takes the form

\[ L_T = x_1 \partial_x^2 - x_1^2 \partial_x^2 + (\kappa_1 + 1/2) \partial_x - (\kappa_1 + \kappa_2 + 1) x_1 \partial_x \]

and hence for any \( g \in C^2[0, 1] \)

\[ L_T g(x_1) = (x_1 - x_1^2) g''(x_1) + (\beta + 1) g'(x_1) - (\alpha + \beta + 2)x_1 g'(x_1). \]

Denote \( f(x) := g((x+1)/2) \) or \( g(x_1) = f(2x_1 - 1) \). A little calculus shows that

\[ L_T g(x_1) = (1 - x_1^2) f''(x) + (\beta - \alpha) f'(x) - (\alpha + \beta + 2)x f'(x) = L f(x), \]

where \( L \) is the Jacobi operator from (5.1).

Denote \( d\mu_T(x_1) := x_1^{\kappa_1-1/2} (1 - x_1)^{\kappa_2-1/2} dx_1 \). Let \( \tilde{P}_k \), \( k = 0, 1, \ldots \), be the orthogonal and normalized polynomials in \( L^2([0, 1], \mu_T) \). From (4.5) we have

\[ L_T \tilde{P}_k = -\lambda_k \tilde{P}_k, \quad \text{where} \quad \lambda_k := k(k + \kappa_1 + \kappa_2) = k(k + \alpha + \beta + 1). \]
Now, by (5.9), (5.5), and (5.10) we obtain

\[(5.11) \quad P_k(x) = 2^{-(\alpha + \beta + 1)/2} \tilde{P}_k((x + 1)/2).\]

Let \(\rho_T(x_1, y_1) := \arccos \left( \sqrt{x_1 y_1} + \sqrt{1 - x_1} \sqrt{1 - y_1} \right)\) be the distance on \([0, 1]\) from (4.3) when \(n = 1\). We claim that

\[(5.12) \quad \rho_T(x_1, y_1) = \rho(x, y)/2, \quad \text{where} \quad x_1 = (x + 1)/2, \; y_1 = (y + 1)/2.\]

Indeed, by applying cosine to both sides it is easy to see that

\[|\arccos u - \arccos v| = \arccos \left( uv + \sqrt{(1 - u^2)(1 - v^2)} \right), \quad \forall u, v \in [-1, 1].\]

Therefore,

\[
\rho_T(x_1, y_1) = |\arccos \sqrt{x_1} - \arccos \sqrt{y_1}| = |\arccos \sqrt{(x + 1)/2} - \arccos \sqrt{(y + 1)/2}|
\]

\[
= \left| \int_{\sqrt{(x + 1)/2}}^{\sqrt{(y + 1)/2}} \frac{1}{\sqrt{1 - s^2}} ds \right| = \frac{1}{2} \left| \int_x^y \frac{1}{\sqrt{1 - v^2}} dv \right| = \frac{1}{2}|\arccos x - \arccos y|,
\]

which implies (5.12). For the former equality above we applied the substitution

\[s = \sqrt{(v + 1)/2}.\]

From (4.24) it follows that for any \(x_1 \in [0, 1]\) and \(0 < r \leq 1\) we have

\[
\mu_T(B_T(x_1, r)) \sim r(1 - x_1 + r^2)^{\kappa_2}(x_1 + r^2)^{\kappa_1}
\]

\[
\sim r(1 - x + r^2)^{\alpha + 1/2}(1 + x + r^2)^{\beta + 1/2}, \quad x_1 = (x + 1)/2.
\]

On the other hand, it is easy to see that for any \(x \in [-1, 1]\) (see [2, (7.1)])

\[
\mu(B(x, r)) \sim r(1 - x + r^2)^{\alpha + 1/2}(1 + x + r^2)^{\beta + 1/2}.
\]

Combining the above we arrive at

\[(5.13) \quad \mu_T(B(x_1, r)) \sim \mu(B(x, r)), \quad \text{where} \quad x_1 = (x + 1)/2, \; x \in [-1, 1].\]

We are now prepared to complete the proof of Theorem 5.1. From (5.11) it follows that

\[e^{tL}(x,y) = 2^{-(\alpha + \beta + 1)} e^{tL_T}(x_1, y_1), \quad \text{where} \quad x_1 = (x + 1)/2, \; y_1 = (y + 1)/2.\]

Therefore, using the two-sided Gaussian bounds on the heat kernel \(e^{tL_T}(x_1, y_1)\) from Theorem 4.1, (5.12), and (5.13) we conclude that the Gaussian estimates (5.7) are valid. \(\Box\)

**Remark 5.2.** Theorem 5.1 is also proved in [2, Theorem 7.2] using a different but related approach. A totally different proof of Theorem 5.1 in the case \(\alpha, \beta > -1/2\) is given in [21] using special functions. It should also be pointed that in the case when \(\alpha = \beta > -1\) estimates (5.7) follow readily by the two-sided bounds for the heat kernel on the ball in dimension \(n = 1\) (Theorem 3.1).
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